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Scope of Journal
Xjenza Online is the Science Journal of the Malta Chamber of
Scientists and is published in an electronic format. Xjenza Online
is a peer-reviewed, open access international journal. The scope
of the journal encompasses research articles, original research re-
ports, reviews, short communications and scientific commentaries
in the fields of: mathematics, statistics, geology, engineering, com-
puter science, social sciences, natural and earth sciences, techno-
logical sciences, linguistics, industrial, nanotechnology, biology,
chemistry, physics, zoology, medical studies, electronics and all
other applied and theoretical aspect of science.

The first printed issue of the journal was published in 1996 and
the last (Vol. 12) in 2007. The publication of Xjenza was then
ceased until 2013 when a new editorial board was formed with
internationally recognised scientists, and Xjenza was relaunched
as an online journal, with two issues being produced every year.
One of the aims of Xjenza, besides highlighting the exciting re-
search being performed nationally and internationally by Maltese
scholars, is to provide a launching platform into scientific pub-
lishing for a wide scope of potential authors, including students
and young researchers, into scientific publishing in a peer-reviewed
environment.

Instructions for Authors
Xjenza is the Science Journal of the Malta Chamber of Scien-
tists and is published by the Chamber in electronic format on the
website: http://www.mcs.org.mt/index.php/xjenza. Xjenza will
consider manuscripts for publication on a wide variety of scientific
topics in the following categories

1. Research Articles
2. Communications
3. Review Articles
4. Notes
5. Research Reports
6. Commentaries
7. News and Views
8. Invited Articles and Special Issues
9. Errata

Research Articles form the main category of scientific pa-
pers submitted to Xjenza. The same standards of scientific con-
tent and quality that applies to Communications also apply to
Research Articles.

Communications are short peer-reviewed research articles
(limited to three journal pages) that describe new important re-
sults meriting urgent publication. These are often followed by a
full Research Article.

Review Articles describe work of interest to the wide com-
munity of readers of Xjenza. They should provide an in-depth
understanding of significant topics in the sciences and a critical
discussion of the existing state of knowledge on a topic based on
primary literature sources. Review Articles should not normally
exceed 6000 words.Authors are strongly advised to contact the
Editorial Board before writing a Review.

Notes are fully referenced, peer-reviewed short articles limited
to three journal pages that describe new theories, concepts and
developments made by the authors in any branch of science and
technology. Notes need not contain results from experimental or
simulation work.

Research Reports are extended reports describing re-
search of interest to a wide scientific audience characteristic of
Xjenza. Please contact the editor to discuss the suitability of
topics for Research Reports.

Commentaries: Upon Editor’s invitation, commentaries
discuss a paper published in a specific issue and should set the
problems addressed by the paper in the wider context of the field.
Proposals for Commentaries may be submitted; however, in this
case authors should only send an outline of the proposed paper
for initial consideration. The contents of the commentaries should
follow the following set of rules: 3000 words maximum, title 20
words maximum, references 10 maximum (including the article
discussed) and figures/tables 2 maximum.

News and Views: The News section provides a space for
articles up to three journal pages in length describing leading de-
velopments in any field of science and technology or for reporting
items such as conference reports. The Editor reserves the right to
modify or reject articles for consideration as News.

Invited Articles and Special Issues: Xjenza regu-
larly publishes Invited Articles and Special Issues that consist of
articles written at the invitation of the Editor or another member
of the editorial board.

Errata: Xjenza also publishes errata, in which authors correct
significant errors of substance in their published manuscripts. The
title should read: Erratum: “Original title” by ***, Xjenza, vol.
*** (year). Errata should be short and consistent for clarity.

Submission of Manuscripts
Manuscripts should be sent according to the guidelines given here-
after to xjenza@mcs.org.mt.

Referees All manuscripts submitted to Xjenza are peer re-
viewed. Authors are requested to submit with their manuscript
the names and addresses of three referees, preferably from over-
seas. Every effort will be made to use the recommended reviewers;
however the editor reserves the right to also consult other compe-
tent reviewers.

Conflict of Interest Authors are expected to disclose any
commercial or other types of associations that may pose a con-
flict of interest in connection to with the submitted manuscript.
All funding sources supporting the work, and institutional or cor-
porate affiliations of the authors, should be acknowledged on the
title page or at the end of the article.

Policy and Ethics The work presented in the submitted
manuscript must have been carried out in compliance with The
Code of Ethics of the World Medical Association (Declaration of
Helsinki) for experiments involving humans (http://www.wma.
net/en/30publications/10policies/b3/index.html); EU Direc-
tive 2010/63/EU for animal experiments (http://ec.europa.
eu/environment/chemicals/lab_animals/legislation_en.htm);
Uniform Requirements for manuscripts submitted to Biomedical
journals (http://www.icmje.org). This must be stated at an
appropriate point in the article.

Submission, Declaration and Verification Au-
thor(s) must only submit work that has not been published previ-
ously (except in the form of an abstract or as part of a published
lecture or academic thesis), that is not under consideration for
publication elsewhere, that has been approved for publication by
all authors, and tacitly or explicitly, by the responsible authorities
where the work was carried out, and that, if accepted, will not be
published elsewhere in the same form, in English or in any other
language, including electronically, without the written consent of
the copyright-holder.

Permissions It is the responsibility of the corresponding au-
thor of a manuscript to ensure that there is no infringement of
copyright when submitting material to Xjenza. In particular,
when material is copied from other sources, a written statement is
required from both the author and/or publisher giving permission
for reproduction. Manuscripts in press, unpublished data and

http://www.mcs.org.mt/index.php/xjenza
mailto:xjenza@mcs.org.mt
http://www.wma.net/en/30publications/10policies/b3/index.html
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personal communications are discouraged; however, correspond-
ing authors are expected to obtain permission in writing from at
least one author of such materials.

Preparation of Manuscripts
Xjenza accepts submissions in MS Word, Libre Office Writer
and LATEX, the latter being the preferred option. Anyone sub-
mitting in LATEX should use the journal template, the latest
version of which can be found at http://github.com/hicklin/

Xjenza-Journal-Template. All the necessary files to run the
LATEX document should be supplied together with the rendered
PDF.

If a word processor is used the styling should be kept to a min-
imum. Bold face and italic fonts, as well as subscript and super-
script text may be used as required by the context. Text should
be in single-column format and the word processor options should
not be used in order to justify text or hyphenate words. Along-
side the native format of the word processer, a PDF file, generated
by the word processor, must be provided. Furthermore, artwork
should be in accordance with the artwork guidelines given below
and must be submitted separately from the word processor file.
Similarly, the bibliographic data of the cited material should be
submitted separately as an Endnote (*.xml), Research Informa-
tion Systems (*.ris), Zotero Library (zotero.splite) or a BIBTEX
(*.bib) file.

Article Structure

A manuscript for publication in Xjenza will typicall have the fol-
lowing components: Title page, Abstract, Keywords, Abbrevia-
tions, Introduction, Materials and Methods, Results, Discussion,
Conclusions, Appendices and References.

The manuscript will be divided into clearly defined and num-
bered sections. Each numbered subsection should have a brief
heading. Each heading should appear on its own separate line.
Subsections should be used as much as possible when cross-
referencing text, i.e. refer to the subsection by the section number.

Title page
• The title should be concise yet informative. Titles are often

used in information-retrieval systems. Avoid abbreviations
and formulae where possible.

• Author names and affiliations. Indicate the authors’ affilia-
tion addresses (where the actual work was done) below the
names. Indicate all affiliations with a lower-case superscript
number immediately after each author’s name and in front
of the appropriate address. Provide the full postal address of
each affiliation, including the country name and, if available,
the e-mail address.

• Corresponding author. Clearly indicate who will handle
correspondence at all stages of refereeing and publication,
including post-publication. Ensure that telephone and fax
numbers (with country and area code) are provided in ad-
dition to the e-mail address and complete postal address.
Contact details must be kept up to date by the correspond-
ing author.

• Present/permanent address. If an author has changed the
address since the work described, this can be indicated as
a footnote to the author’s name. The address at which the
author actually did the work must be retained as the main,
affiliation address. Superscript Arabic numerals are used for
such footnotes.

Abstract A concise and factual abstract is required of up to
about 250 words. The abstract should state briefly the back-
ground and purpose of the research, the principal results and ma-
jor conclusions. An abstract is often presented separately from
the article, so it must be able to stand alone. For this reason,
references and non-standard abbreviations should be avoided. If

essential, these must be defined at first mention in the abstract
itself.

Abbreviations Define abbreviations that are not standard
in this field in a footnote to be placed on the first page of the
article. Such abbreviations that are unavoidable in the abstract
must be defined at their first mention as well as in the footnote
and should be used consistently throughout the text.

Introduction State the objectives of the work and provide
an adequate background, avoid a detailed literature survey or a
summary of the results.

Materials and Methods Provide sufficient detail to allow
the work to be reproduced. Methods already published should be
indicated by a reference: only relevant modifications should be
described.

Results Results should be clear and concise. Num-
bered/tabulated information and/or figures should also be in-
cluded.

Discussion This should explore the significance of the results
of the work, yet not repeat them. Avoid extensive citations and
discussion of published literature. A combined section of Results
and Discussion is often appropriate.

Conclusions The main conclusions based on results of the
study may be presented in a short Conclusions section. This may
stand alone or form a subsection of a Discussion or Results and
Discussion section.

Appendices Formulae and equations in appendices should
be given separate numbering: Eq. (A.1), Eq. (A.2), etc.; in a
subsequent appendix, Eq. (B.1) and so on. Similarly for tables
and figures: Table A.1; Fig. A.1, etc.

Acknowledgements Collate acknowledgements in a sepa-
rate section at the end of the article before the references. Do not
include them on the title page, as a footnote to the title or other-
wise. List here those individuals who provided assistance during
the research (e.g., providing language help, writing assistance or
proof reading the article, etc.).

Units Follow internationally accepted rules and conventions:
use the international system of units (SI). If other units are men-
tioned, please give their equivalent in SI. Anyone using LATEX
should use the package siunitx in all cases.

Footnotes Footnotes should be used sparingly. Number
them consecutively throughout the article, using superscript Ara-
bic numbers. Many word processors build footnotes into the text,
and this feature may be used. Should this not be the case, indi-
cate the position of footnotes by a superscript number in the text
and list the footnotes separately at the end of the article. Do not
include footnotes in the Reference list.

Table Footnotes Indicate each footnote in a table with a
superscript lower case letter.

Artwork Electronic artwork general instructions:
• Make sure you use uniform lettering and sizing of your orig-

inal artwork.
• Save text in illustrations as ‘graphics’ or enclose the font.
• Only use the following fonts in your illustrations: Arial,

Courier, Times, Symbol or Computer Modern Roman, the
latter is preferred.

• Number the illustrations according to their sequence in the
text.

• Name your artwork files as ‘figx’ or ‘tabx’ where x corre-
sponds to the sequence number in your document.

• Provide captions to illustrations separately.
• Produce images near to the desired size of the printed version

or grater.
• Make sure that the artwork has no margins and borders.

http://github.com/hicklin/Xjenza-Journal-Template
http://github.com/hicklin/Xjenza-Journal-Template
https://www.ctan.org/pkg/siunitx?lang=en
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• Submit each figure as a separate file.

Formats Regardless of the application used, when your elec-
tronic artwork is finalised its file format should be one of the
following (note the resolution requirements for line drawings,
halftones, and line/halftone combinations given below):

• PDF or SVG: Vector drawings. Embed the font or save the
text as ‘graphics’.

• JPEG or PNG: Color or grayscale photographs (halftones):
always use a minimum of 300 dpi.

• JPEG or PNG: Bitmapped line drawings: use a minimum of
1000 dpi.

• JPEG or PNG: Combinations bitmapped line/half-tone
(color or grayscale): a minimum of 500 dpi is required.

Where possible use a vector format for your artwork (PDF or
SVG). If this is not possible, supply files that have and adequate
resolution.

Colour Artwork Make sure that color artwork files are in
an acceptable format (JPEG, PNG, PDF or SVG) and have the
correct resolution.

Figure Captions Ensure that each illustration has a cap-
tion. Supply captions separately, not attached to the figure. A
caption should comprise a brief title (not on the figure itself) and a
description of the illustration. Keep text in the illustrations them-
selves to a minimum, but explain all symbols and abbreviations
used.

Tables Number tables consecutively in accordance with their
appearance in the text. Place footnotes to tables below the table
body and indicate them with superscript lowercase letters. Avoid
vertical rules. Be moderate with the use of tables and ensure that
the data presented in tables do not duplicate results described
elsewhere in the article. Large tables should be submitted in CSV
format.

Citations and References Reference and citation styles
for manuscripts submitted to Xjenza should be in accordance to
the APA v6 style.

Citation in text References to cited literature in the
text should be given in the form of an author’s surname and the
year of publication of the paper with the addition of a letter for
references to several publications of the author in the same year.
For further information regarding multiple authors consult the
APA v6 guidelines. Citations may be made directly

Kramer et al. (2010) have recently shown . . .

or parenthetically

as demonstrated (Allan, 2000a, 2000b, 1999; Allan and Jones,
1999).
Groups of references should be listed first alphabetically, then
chronologically. When writing in LATEX use \textcite{} and
\parencite{} for the respective cases mentioned.

The reference section Every reference cited in the text
should also be present in the reference list (and vice versa). The
reference list should also be supplied as an Endnote (*.xml), Re-
search Information Systems (*.ris), Zotero Library (zotero.splite)
or a BiBTEX (*.bib) file. Unpublished results and personal com-
munications are not recommended in the reference list, but may
be mentioned in the text. If these references are included in the
reference list they should follow the standard reference style of
the journal and should include a substitution of the publication
date with either ‘Unpublished results’ or ‘Personal communica-
tion’. Citation of a reference as ‘in press’ implies that the item
has been accepted for publication.

References should be arranged first alphabetically and then fur-
ther sorted chronologically if necessary. More than one reference
from the same author(s) in the same year must be identified by
the letters ’a’, ’b’, ’c’, etc., placed after the year of publication.

Consult the APA v6 guidelines for multiple authors. Below are
some examples of referencing different bibliographic material.

Reference to a Journal Publication:

Agree, E. M. and Freedman, V. A. (2011). A Quality-of-Life
Scale for Assistive Technology: Results of a Pilot Study of
Aging and Technology. Phys. Ther., 91(12):1780–1788.

McCreadie, C. and Tinker, A. (2005). The acceptability of
assistive technology to older people. Ageing Soc., 25(1):91–
110.

Reference to a Book:

Brownsell, B. (2003). Assistive Technology and Telecare: Forg-
ing Solutions for Independent Living.Policy Press, Bristol.

Fisk, M. J. (2003). Social Alarms to Telecare: Older People’s
Services in Transition.Policy Press, Bristol, 1st edition.

Reference to a Chapter in an Edited Book:

Brownsell, S. and Bradley, D. (2003). New Generations of Tele-
care Equipment. In Assist. Technol. Telecare Forg. Solut.
Indep. Living, pages 39–50.

Web references The full URL should be given together
with the date the reference was last accessed. Any further in-
formation, if known (DOI, author names, dates, reference to a
source publication, etc.), should also be given. Web references
can be listed separately or can be included in the reference list.

References in a Special Issue Please ensure that the
words ‘this issue’ are added to any references in the list (and any
citations in the text) to other articles in the same Special Issue.

Journal Abbreviations Journal names should be ab-
breviated according to:

-Index Medicus journal abbreviations: http://www.nlm.nih.

gov/tsd/serials/lji.html;
-List of title word abbreviations: http://www.issn.org/

2-22661-LTWA-online.php;
-CAS (Chemical Abstracts Service): http://www.cas.org/

sent.html.

Video data Xjenza accepts video material and animation se-
quences to support and enhance the presentation of the scientific
research. Authors who have video or animation files that they
wish to submit with their article should send them as a separate
file. Reference to the video material should be clearly made in
text. This will the modified into a linked to the paper’s supple-
mentary information page. All submitted files should be properly
labelled so that they directly relate to the video files content. This
should be within a maximum size of 50 MB.

Submission check list
The following list will be useful during the final checking of a
manuscript prior to sending it to the journal for review. Please
consult the Author Guidelines for further details of any item.

• One author has been designated as the corresponding author
with contact details:

– E-mail address.
– Full postal address.
– Telephone and fax numbers.

• All necessary files have been sent, and contain:
– All figures are given separately in PDF, SVG, JPEG

of PNG format.
– Caption for figures is included at the end of the text.
– All tables (including title, description, footnotes) are

included in the text and large tables have been given
separately as CSV.

– The reference list has been given in XML, RIS,
zotero.splite or BIB file format.

• Further considerations

http://www.apastyle.org/
http://www.apastyle.org/
http://www.apastyle.org/
http://www.nlm.nih.gov/tsd/serials/lji.html
http://www.nlm.nih.gov/tsd/serials/lji.html
http://www.issn.org/2-22661-LTWA-online.php
http://www.issn.org/2-22661-LTWA-online.php
http://www.cas.org/sent.html
http://www.cas.org/sent.html
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– Abstract does not exceed about 250 words.
– Manuscript has been ‘spell-checked’ and ‘grammar-

checked’.
– References are in the required format.
– All references mentioned in the reference list are cited

in the text, and vice versa.
– Bibliographic data for all cited material has been pro-

vided.
– Permission has been obtained for use of copyrighted

material from other sources (including the Web).
– A PDF document generated from the word processor

used is submitted.

After Acceptance
Use of the Digital Object Identifier The Digital Ob-
ject Identifier (DOI) may be used to cite and link to electronic
documents. The DOI consists of a unique alpha-numeric char-
acter string which is assigned to a document by the publisher

upon the initial electronic publication. The assigned DOI never
changes. Therefore, it is an ideal medium for citing a document,
particularly ‘Articles in press’ because they have not yet received
their full bibliographic information. When you use a DOI to cre-
ate links to documents on the web, the DOIs are guaranteed never
to change.

Proofs, Reprints and Copyright The corresponding
author will receive an electronic proof of the article and have an
opportunity to review editorial changes and to double-check accu-
racy of content, tables, and statistics before publication. A list of
any necessary corrections should be sent by email to the managing
editor within a week of proof receipt to avoid unnecessary delays
in the publication of the article. Alterations, other than essential
corrections to the text of the article, should not be made at this
stage. Manuscripts are accepted for publication on the under-
standing that exclusive copyright is assigned to Xjenza. However,
this does not limit the freedom of the author(s) to use material in
the articles in any other published works.
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Editorial

Return to Normality

Cristiana Sebu∗1

1Department of Mathematics, University of Malta, Msida, Malta

Dear readers and authors of Xjenza Online, as Editor-
in-Chief, I am very pleased to announce the release of
the first issue of 2021 of Xjenza Online.

This issue of Xjenza Online marks the return to our
usual publishing schedule which has experienced some
undesired but uncontrollable disruptions and delays
since the start of the COVID-19 pandemic. Neverthe-
less, in spite of all difficulties faced by the society, the
journal demonstrated continuity in supporting the sci-
entific endeavour in the Maltese Islands, particularly the
one drawn on the local research expertise.

The issue opens with an important and timely study
by Scerri and Borg on the influence of desalination plant
effluent on shore macroinvertebrate assemblages. Unfor-
tunately, rapid global population growth, misuse of wa-
ter resources and the effects of climate change contribute
to global water scarcity. One of the ways to circumvent
this problem is desalination of sea water which, as this
research reveals, impacts on shore biotic assemblages in
the vicinity of the discharge point of hypersaline efflu-
ent.

The following article by Abela and Theuma provides a
detailed insight on the GRAS method which allows for
balancing and updating of Input-Output (I-O) tables
and Social Accounting Matrices (SAMs) with positive
and negative entries. The GRAS algorithm was then
applied on the 2010 Macro SAM for Malta SAM includ-
ing updated Rest of World account totals.

The issue concludes with an investigation by Saliba,
Cortis and Madhloom on the relevance of risk manage-
ment implementation throughout sport organizations.
The authors analyzed the results of an empirical study
conducted across all 47 youth academies in Malta and
identified the main key hazards concerns, namely injur-
ies, liability risk and inadequate facilities. The sugges-
ted key measures to avoid and minimize most risks are
coaches’ continuous professional development and the
need of insurance policies to offer the ability to transfer
risk.

To conclude, the Editorial Board of Xjenza Online
would like to express our commitment to continue to
serve the local professional scientific community, to pub-
lish high-quality original findings in a peer-reviewed en-
vironment, and to help early-career researchers to ad-
vance their scientific discourse in the community.

*Correspondence to: C. Sebu (cristiana.sebu@um.edu.mt)

© 2021 Xjenza Online

www.xjenza.org
mailto:cristiana.sebu@um.edu.mt


Scerri, R-M. & Borg, J. A. (2021).Xjenza Online, 9:2–13.

Xjenza Online - Science Journal of the Malta Chamber of Scientists
www.xjenza.org
DOI: 10.7423/XJENZA.2021.1.01

Research Article

Influence of Desalination Plant Effluent on Shore Macroinvertebrate
Assemblages

R-M. Scerri∗1, J. A. Borg1

1Department of Biology, Faculty of Science, University of Malta, Msida, Malta

Abstract. The present study was aimed to establish
whether effluent from two desalination plants at differ-
ent locations in Malta has an influence on biological
attributes of rocky shore assemblages, and if so to de-
termine the spatial extent of such influence, and whether
the magnitude and extent of effects differs between the
two plants. Samples of biota were collected from the
Lower Mediolittoral Zone (LMZ) and Upper Mediolit-
toral Zone (UMZ) using a 20×20 cm quadrat, and from
the Supralittoral Zone (SZ) using a 30 × 30 cm quad-
rat, at distances of 0 m, 15 m, 30 m, 80 m and 150 m
away from the effluent outfall on either side of it. The
collected biota were then sorted and identified in the
laboratory. The results indicated that the influence of
the desalination effluent on shore macroinvertebrate as-
semblages was localized at both study localities. Within
the LMZ and UMZ, the influence was most evident 15 m
away from the outfall, decreased beyond 30 m and was
almost negligible 150 m away. In the case of the SZ, the
influence was evident in the immediate vicinity of the
outfall. Differences in the magnitude of the effect of ef-
fluent between the two study localities were attributed
to the exposure of the shore to different flow regimes of
the effluent discharge.

Keywords: reverse osmosis, hypersaline discharge,
shore assemblages, macrofauna, Mediterranean
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1 Introduction

Rapid global population growth, misuse of water re-
sources and the effects of climate change all contribute
to the issue of global water scarcity (Cisneros et al.,
2014). One way to circumvent this problem is desalina-
tion; the process by which input water from sources such
as seawater, brackish water, river water or wastewa-
ter is separated into two components: (i) water that
may be used for human consumption, industry, irriga-
tion for crop production, amongst others; and (ii) wa-
ter with a high concentration of salts (Desaldata, 2018
as cited by Jones et al., 2019). The hypersaline ef-
fluent is usually discharged back into the same body
of water (used as source) through an effluent outfall
(Khordagui, 2015). Seawater desalination is regarded
as a promising alternative to water extraction as it does
not rely on climate-based water sources, and therefore
does not exploit natural sources of freshwater. Addi-
tionally, the resultant freshwater output from the pro-
cess is of high quality and can be provided continuously
(Elimelech et al., 2011). Water treatment by Reverse
Osmosis (RO) is the most widely used desalination pro-
cess worldwide. The procedure increased in popularity
in the 1980s following gradual transition from use of
thermal technologies, namely Multi-Stage Flash (MSF)
and Multiple-Effect Distillation (MED), to membrane-
based ones (Jones et al., 2019).

Although desalination plants counteract water
scarcity, their operation may have negative impacts on
the environment. Desalination is an energy-intensive
process, which uses an average of 4.0kWh/m3; and most
plants are currently reliant on burning fossil fuels, thus
augmenting greenhouse gas emissions (Cooley et al.,
2013). The marine environment is susceptible to neg-
ative impacts of desalination where plants are located
in coastal areas, as it serves as the receiving body for
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Influence of Desalination Plant Effluent on Shore Macroinvertebrate Assemblages 3

the hypersaline discharge (Khordagui, 2015), which may
have a salinity that is twice that of the receiving water
(Tularam et al., 2007). In the absence of adequate mix-
ing, the high density gradient between seawater and hy-
persaline water causes the latter to sink to the seabed,
thus imposing hypersaline stress on benthic stenohaline
biota (Khordagui, 2015). For example, in the Mediter-
ranean, hypersaline effluent from RO desalination may
have an adverse impact on seagrass Posidonia oceanica
(Linnaeus) Delile habitat (Sanchez-Lizaso et al., 2008;
Sandoval-Gil et al., 2012). Low tolerance to hypersaline
stress has been shown in faunal groups such as poly-
chaetes and echinoderms. For example, Del-Pilar-Ruso
et al. (2008) noted that hypersaline effluent caused a
decrease in polychaete species richness, abundance and
diversity. Fernández-Torquemada et al. (2005) repor-
ted that hypersaline effluent caused the disappearance
of echinoderm populations in the vicinity of an efflu-
ent outfall. Although studies of the influence of hyper-
saline effluent from desalination operations on sublit-
toral benthic assemblages are available (e.g. Del-Pilar-
Ruso et al., 2008; Fernández-Torquemada et al., 2005;
Sanchez-Lizaso et al., 2008; Sandoval-Gil et al., 2012),
none appear to have been made to assess the influence of
such brine discharge on rocky shore biotic assemblages.

Hypersaline discharge may contain chemical addit-
ives that are required for pre- and post-treatment in
the plant equipment, and which may also have a neg-
ative impact on marine ecology (Tularam et al., 2007).
The chemical additives may include anti-scalants, co-
agulants, biocides, cleaning chemicals and nutrients.
The toxicity of some chemical additives such as anti-
scalants are considered minimal. However, other ad-
ditives such as heavy metals and nutrients may pose a
threat to marine ecosystems if discharged at high con-
centrations. Heavy metals such as copper, nickel, chro-
mium and molybdenum may accumulate in sediments
and algae and persist in the marine environment in the
vicinity of a desalination plant (Khordagui, 2015; Tu-
laram et al., 2007). Algae are effective bioaccumulators
of heavy metals, and high levels of these chemicals can
negatively influence the abundance, feeding and survival
rate of algal-associated fauna (Roberts et al., 2006). Nu-
trients such as nitrogen and iron, which are limited in
marine systems, can affect primary production as high
levels of these may result in eutrophication (RPS, 2009).

At present, desalination in Malta is carried out by
three large plants, all of which use RO technology: one
is located at Gh̄ar Lapsi on the southwestern coast and
two are located on the northeastern coast at Ċirkewwa
and Pembroke. The present study was aimed at estab-
lishing whether effluent from two desalination plants at
different locations in Malta has an influence on biological
attributes of shore assemblages, and if so the spatial ex-

Figure 1: Map of the Maltese Islands showing the locations
of the effluent outfall at Ċirkewwa and Pembroke

tent of such influence, and whether the magnitude and
extent of effects differs between the two plants.

2 Materials and Methods

2.1 Study sites

The study localities where the two desalination plants
are sited are Ċirkewwa and Pembroke (figure 1). In-
formation provided by the Water Services Corporation
(Ing D. Sacco, personal communication, 12th June 2020)
indicates that the desalination plant at Ċirkewwa has a
daily capacity of 8,400 m3 between October and June,
and increases to 11,600 m3 between July and Septem-
ber. The corresponding daily production of hypersaline
effluent is 12,600 m3 and 17,400 m3 respectively. The
desalination plant at Pembroke has a daily capacity
of 29,000 m3 between October and June, and increases
to 35,000 m3 between July and September. The cor-
responding daily production of hypersaline effluent is
43,500 m3 and 52,500 m3 respectively. At both desal-
ination plants, the chemical composition of the hyper-
saline effluent consists predominantly of chloride, so-
dium, magnesium, calcium, potassium, bicarbonate as
well as total dissolved solids. The pH of the effluent
is slightly acidic to neutral, ranging between 6.8 and
7.0. On average, the temperature of the effluent is
between 19◦C and 19.5◦C and peaks at 21◦C between
August and October. The hypersaline discharge at the
two desalination plants has a brine loading of around
70.2 g/L to 76 g/L. This means that over a 24 hour
period between October and June, some 884,520 to
957,600 kg and 3,053,700 to 3,306,000 kg of brine are
released to the marine environment at Ċirkewwa and
Pembroke, respectively. Over a 24 hour period between
July and September, some 1,221,480 to 1,322,400 kg and
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4 Influence of Desalination Plant Effluent on Shore Macroinvertebrate Assemblages

Figure 2: Map of the Ċirkewwa study area showing the loca-
tions of sampling stations and their respective distance (num-
ber in m) from the outfall. The location of the Ċirkewwa
Reverse Osmosis Treatment Plant is also shown

Figure 3: Map of the Pembroke study area showing the loca-
tions of sampling stations and their respective distance (num-
ber in m) from the outfall. The location of the Pembroke
Reverse Osmosis Treatment Plant is also shown

3,685,500 to 3,990,000 kg of brine are released to the
marine environment at Ċirkewwa and Pembroke, re-
spectively.

At each of these two localities, the effluent origin-
ates from a desalination plant located behind the rocky
shore. At both localities, the rocky shore faces north
and the substratum, which comprises Coralline Lime-
stone (Continental Shelf Department, 2016), is gently
sloping with an inclination of 12◦ to 15◦ (Borg Axisa
et al., 2013 as cited by Cassar et al., 2007).

2.2 Sample Collection and Processing

At each study area, sampling was carried out at stations
located in the vicinity of the outfall and at several dis-
tances from it, on either side (east and west); these were:
15 m, 30 m and 80 m east and 15 m, 30 m, 80 m and 150 m
west at Ċirkewwa, and 15 m, 30 m, 80 m and 150 m east
and 15 m, 30 m and 80 m west at Pembroke; see figures 2
and 3. At each study area, samples of benthic macro-

biota (fauna and flora) were taken from each sampling
station. Two replicate samples were taken from the
Lower Mediolittoral Zone (LMZ) and Upper Mediolit-
toral Zone (UMZ) using a 20 × 20 cm quadrat, and five
replicate samples were taken from the Supralittoral Zone
(SZ) using a 30× 30 cm quadrat. The collected samples
were preserved in 5% formal saline, and subsequently
sorted to separate the macrofauna from algal material.
The fauna were then identified to the lowest taxon pos-
sible; for the purpose of the present study all fauna were
grouped at the family level, while algae were identified
at least to the genus level. Following identification, the
algal samples were dried at 70◦C for 24 hours, following
which the species biomass was recorded to the nearest
1/1000 g using an electronic balance.

2.3 Data Analysis

Mean values of total macrofaunal abundance in each of
the three zones i.e. LMZ, UMZ and SZ, total number
of macrofaunal families, and total algal biomass within
the LMZ and UMZ, were used to show variation of these
attributes amongst sampling stations and between the
two study areas. Only two families were recorded from
the SZ.

The Similarity Percentages analysis (SIMPER) was
used to identify and select the three most important
macrofaunal families in terms of the highest contribu-
tion to dissimilarity between different sampling stations
at each of the two study areas. Bray–Curtis similarity
was calculated on square-root-transformed data. The
analysis was carried out using family abundance data
for the LMZ and UMZ.

To test for significant differences in biological attrib-
utes of the shore biotic assemblages between sampling
stations in the LMZ and UMZ at the two study areas,
univariate one-way PERMANOVA tests were carried
out on the data for number of macrofaunal families,
for Pielou’s evenness and Shannon-Wiener Diversity us-
ing the macrofaunal abundance, and for algal biomass.
One-way PERMANOVA tests were also carried out us-
ing data for abundance of taxa which SIMPER analysis
indicated as having the highest contribution to dissim-
ilarity amongst sampling stations. Euclidean distance
was used as a resemblance measure, alpha was set at
0.05, and the permutation number set to 9999. A mul-
tivariate one-way PERMANOVA was carried out using
data for family abundance from the LMZ and UMZ from
the two study areas. The data were square-root trans-
formed to downweigh the abundant families, and to ac-
count for the less abundant and rare families (Clarke
et al., 2001). The Bray-Curtis similarity measure was
used to construct the similarity matrix, alpha was set at
0.05, and the permutation number set to 9999. Due to
low values of possible permutations obtained for most
of the tests, for both univariate and multivariate one-
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way PERMANOVA, Monte Carlo tests were carried
out. In the event of a significant difference indicated
by the PERMANOVA, a pair-wise PERMANOVA test
was carried out to identify the source of significant dif-
ference for a given attribute between sampling stations.
A principal coordinate analysis (PCO) was carried out
to identify similarities or dissimilarities in the data in-
dicated by the PERMANOVA analyses (Anderson et al.,
2008).

All analyses were carried out using the PRIMER v7
software with PERMANOVA+ add-on.

3 Results

A total of 13,375 individuals belonging to 67 macro-
faunal families were recorded; of these, 2,601 individu-
als belonging to 42 families were recorded from the
Ċirkewwa study area, and 10,774 individuals belonging
to 63 families were recorded from the Pembroke study
area. A total of twelve species of algae, and two species
of cyanobacteria were recorded, which together had a
total biomass of 273.665 g.

The mean total macrofaunal abundance recorded
from each sampling station from all three zones was
higher at Pembroke than at Ċirkewwa for most (LMZ
and UMZ) or all (SZ) stations. Macrofaunal abundance
was low in one or both directions 15 m away from the
effluent outfall in the LMZ and UMZ (figure 4A and
B respectively) and nil at 0 m in the SZ (figure 4C) at
Pembroke. Overall, an increase in mean total number
of macrofaunal families recorded from the mediolittoral
zone (LMZ + UMZ) was evident between the 15 m sta-
tion and stations located further away from the effluent
outfall, at both study areas (figure 5A and B respect-
ively). Values of algal biomass were low, particularly at
Ċirkewwa; however, a peak in biomass was evident at
stations located at a distance of 30 m on either side of
the effluent outfall at Pembroke (figure 6).

Univariate one-way PERMANOVA for the LMZ at
Ċirkewwa indicated a significant difference [p < 0.05]
for evenness, which the pair-wise tests indicated to res-
ult from a difference in evenness between the station
located at 15 m and the station located at a distance
of 80 m from the outfall. At Pembroke, a significant
difference [p < 0.05] was indicated for number of macro-
faunal families, Pielou’s evenness and Shannon–Wiener
diversity. For number of macrofaunal families, the pair-
wise tests indicated significant differences between the
stations located at a distance of 15 m and stations loc-
ated at a distance of 30 m from the outfall. For di-
versity, the pair-wise tests indicated significant differ-
ences between the stations located at 15 m and stations
located at 80 m and 150 m from the outfall. Univariate
one-way PERMANOVA for the UMZ at Ċirkewwa in-
dicated a significant difference [p < 0.05] for evenness

Figure 4: Mean total macrofaunal abundance per quadrat
recorded from: A) Lower Mediolittoral Zone, B) Upper Medi-
olittoral Zone, C) Supralittoral Zone recorded from Cirkewwa
(grey) and Pembroke (black). Error bars represent ±1 Stand-
ard Deviation. E = east side of the effluent outfall; W = west
side of the effluent outfall; 15, 30, 80 and 150 represent the
distance (m) from the effluent outfall
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Figure 5: Mean total number of macrofaunal families per
quadrat recorded from: A) Lower Mediolittoral Zone, B) Up-
per Mediolittoral Zone recorded from Cirkewwa (grey) and
Pembroke (black). Error bars represent ±1 Standard Devi-
ation. E = east side of the effluent outfall; W = west side of
the effluent outfall; 15, 30, 80 and 150 represent the distance
(m) from the effluent outfall

Figure 6: Mean total algal biomass in g per quadrat recor-
ded from Ċirkewwa (grey) and Pembroke (black). Error bars
represent ±1 Standard Deviation. E = east side of the effluent
outfall; W = west side of the effluent outfall; 15, 30, 80 and
150 represent the distance (m) from the effluent outfall

and diversity. For both these attributes, the pair-wise
tests indicated a significant difference between the sta-
tion located at 15 m and the station located at 150 m
from the outfall. A significant difference was also in-
dicated by the pair-wise tests for evenness between the
station located at 30 m and the station located at 80 m
from the outfall; and for diversity between the station
located at 30 m and the station located at 150 m from
the outfall. No significant differences were detected for
any of the considered attributes at Pembroke (table 1).

The macrofaunal families identified by the SIMPER
analysis as contributing most to dissimilarity between
stations at Ċirkewwa were Ampithoidae, Hyalidae and
Sabellidae. Results from univariate one-way PERMAN-
OVA showed a significant difference [p < 0.05] for
abundance of Ampithoidae and Hyalidae (table 2). For
both families, the pair-wise tests indicated a signific-
ant difference between the station located at 15 m and
all other stations located at a greater distance from the
outfall. A significant difference [p < 0.05] for abundance
of Ampithoidae was also indicated between the east-
ern station located at a distance of 30 m and stations
located at a distance of 80 m on the eastern side and
150 m on the western side from the outfall. The mac-
rofaunal families identified by SIMPER analysis as con-
tributing most to dissimilarity between stations in the
LMZ at Pembroke were Ampithoidae, Sabellidae and
Tanaididae. A significant difference [p < 0.05] was in-
dicated by univariate one-way PERMANOVA for the
abundance of Ampithoidae and Tanaididae (table 2).
For both families, the pair-wise tests indicated a signific-
ant difference in abundance between the stations located
at 15 m and the station located at 80 m on the western
side (Ampithoidae) and that at 30 m on the eastern side
(Tanaididae). A significant difference [p < 0.05] was
also indicated by the pair-wise tests for abundance of
Ampithoidae between the station located at a distance
of 30 m on the eastern side and the station located on
the western side at a distance of 80 m from the outfall.
Significant differences were indicated by the pair-wise
tests in abundance of Tanaididae between the station
on the eastern side at a distance of 30 m from the out-
fall and stations located at a distance of: (i) 80 m from
the outfall on both eastern and western sides; and (ii)
150 m on the eastern side, from the outfall.

The macrofaunal families identified by SIMPER ana-
lysis for the UMZ data from Ċirkewwa and Pem-
broke were Chthamalidae, Patellidae and Trochidae. At
Ċirkewwa, a significant difference [p < 0.05] in abund-
ance was detected by univariate one-way PERMANOVA
only for Trochidae. The pair-wise tests showed that the
source of the significant difference was between: (i) sta-
tions located at a distance of 15 m and stations located
at a distance of 80 m from the outfall, on both western
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Number of
Macrofaunal Families

Pielou’s Evenness Shannon–Wiener
Diversity

Source of
Variation

df Pseudo-F p-value Pseudo-F p-value Pseudo-F p-value

Study area 6
Ċirkewwa

LMZ 2.3768 0.1451 6.7074 0.0124 3.6903 0.057

UMZ 1.8 0.2241 4.4464 0.0361 4.7687 0.0306

Pembroke
LMZ 6.0842 0.0168 4.3478 0.0362 8.1175 0.0069

UMZ 1.9667 0.1975 5.0512 0.0842 1.7045 0.2492

Residual 7

Total 13

Table 1: Results of univariate one-way PERMANOVA for number of macrofaunal families, Pielou’s evenness and Shannon–Wiener
diversity from analyses of Lower Mediolittoral Zone (LMZ) and Upper Mediolittoral Zone (UMZ) macrofaunal data for Ċirkewwa
and Pembroke. df = degrees of freedom. Significant p-values (p < 0.05) are indicated in bold.

Ampithoidae Hyalidae Sabellidae Tanaididae

Source of
Variation

df Pseudo-F p-value Pseudo-F p-value Pseudo-F p-value Pseudo-F p-value

Study
area

6 Ċirkewwa 10.957 0.0038 5.3105 0.0236 2.4771 0.1284

Pembroke 4.2593 0.038 0.84167 0.577 32.703 0.0002

Residual 7

Total 13

Table 2: Results of univariate one-way PERMANOVA for abundance of Ampithoidae, Hyalidae, Sabellidae and Tanaididae from
SIMPER analyses of Lower Mediolittoral Zone (LMZ) data for Ċirkewwa and Pembroke. df = degrees of freedom. Significant
p-values (p < 0.05) are indicated in bold.
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and eastern sides; and (ii) the station located at a dis-
tance of 30 m from the outfall on the western side and
the station located at a distance of 80 m from the outfall
on both western and eastern sides. At Pembroke, uni-
variate one-way PERMANOVA indicated a significant
difference [p < 0.05] in abundance only for Patellidae.
The pair-wise tests showed that the source of this dif-
ference was between the station located at 15 m on the
eastern side and (i) stations located at a distance of 30 m
on both western and eastern sides and (ii) 80 m from the
outfall on the western side (table 3).

Univariate one-way PERMANOVA indicated a signi-
ficant difference [p < 0.05] for number of algal species
and total algal biomass in the LMZ at both Ċirkewwa
and Pembroke (table 4). For both study areas, the
pair-wise tests did not indicate a significant difference
between pairs of stations for number of algal species but
the procedure indicated a significant difference for total
algal biomass. For Ċirkewwa, the source of this differ-
ence was between: (i) the station located at a distance
of 15 m on the western side and stations at 30 m on the
eastern side, 80 m and 150 m from the outfall on the
western side; and (ii) the station located at a distance
of 15 m on the eastern side and stations at 80 m from
the outfall on both western and eastern sides. The pair-
wise tests also indicated a significant difference between:
(i) the station at 80 m from the outfall on the eastern
side and stations at 30 m and 150 m on the eastern and
western sides respectively; and between: (ii) the station
at 80 m on the western side and the station at 150 m
from the outfall on the western side. For Pembroke,
the source of this significance was between: (i) the sta-
tion at a distance of 15 m from the outfall on the west-
ern side and stations at 30 m and 80 m from the outfall
on the eastern side; and (ii) the station at a distance
of 15 m from the outfall on the eastern side and sta-
tions at 30 m and 80 m from the outfall on the east-
ern side. The detected differences in biological attrib-
utes between the station located at a distance of 15 m
and stations located further away from the outfall was
corroborated by the results of multivariate analysis, in
particular for the Pembroke study area. The results of
multivariate one-way PERMANOVA (table 5) and pair-
wise tests for the macrofaunal data from the LMZ at this
study area indicated a significant difference [p < 0.05]
in total abundance of macrofauna; the source of this
difference was between: (i) the station located at a dis-
tance of 15 m from the outfall on the western side and
stations at 30 m, 80 m and 150 m on the eastern side
and 30 m on the western side; and (ii) the station loc-
ated at a distance of 15 m from the outfall on the east-
ern side and stations at 30 m from the outfall on both
western and eastern sides. At Ċirkewwa, the results of
multivariate one-way PERMANOVA did not indicate a

Figure 7: Plots from Principal Coordinates Analysis based
on square-root transformed abundance data from: A) Lower
Mediolittoral Zone at Pembroke, B) Upper Mediolittoral Zone
at Pembroke, C) Lower Mediolittoral Zone at Cirkewwa and
D) Upper Mediolittoral Zone at Cirkewwa. PE = Pembroke
east; PW = Pembroke west; CE = Cirkewwa east; CW =
Cirkewwa west. The numbers in the station codes represent
the distance (in m) from the outfall

significant difference in total abundance of macrofauna
between stations in the LMZ. The results of multivari-
ate one-way PERMANOVA for macrofaunal data from
the UMZ at Ċirkewwa indicated a significant difference
[p < 0.05] between stations in total abundance of mac-
rofauna; the pair-wise tests indicated that the source of
this difference was between the station located at a dis-
tance of 30 m from the outfall on the eastern side and the
station located at a distance of 150 m from the outfall
on the western side. A significant difference [p < 0.05]
between stations was also indicated for total abundance
of macrofauna in the UMZ at Pembroke but the pair-
wise tests did not identify the source of this difference.
The plots from the PCO analyses for abundance data
from the LMZ and UMZ at Pembroke (figure 7 A and
B respectively) showed a separation between the station
located at a distance of 15 m and stations located at a
greater distance from the outfall on both western and
eastern sides. These results corroborate those from the
multivariate one-way PERMANOVA tests. The plot for
macrofaunal data from the LMZ at Pembroke also in-
dicates that stations located at a distance of 30 m from
the outfall were grouped separately from rest of the sta-
tions. The respective plots for the LMZ and UMZ at
Ċirkewwa (figure 7C and D respectively) indicated less
separation of samples.

4 Discussion

Differences in macrofaunal abundance, number of mac-
rofaunal families and algal biomass between the two
study areas indicate that the influence of the hyper-
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Chthamalidae Patellidae Trochidae

Source of
Variation

df Pseudo-F p-value Pseudo-F p-value Pseudo-F p-value

Study area 6 Ċirkewwa 0.87577 0.5564 3.0406 0.084 19.093 0.0002

Pembroke 0.98154 0.5072 4.8885 0.029 1.5 0.3084

Residual 7

Total 13

Table 3: Results of univariate one-way PERMANOVA for abundance of Chthamalidae, Patellidae and Trochidae from SIMPER
analysis of Upper Mediolittoral Zone (UMZ) data for Ċirkewwa and Pembroke. df = degrees of freedom. Significant p-values
(p < 0.05) are indicated in bold.

No. of Algal Species Total Algal Biomass

Source of
Variation

df Pseudo-F p-value Pseudo-F p-value

Study area 6 Ċirkewwa 7.5 0.0099 19.163 0.0009

Pembroke 1.2778 0.3726 7.9191 0.0083

Residual 7

Total 13

Table 4: Results of univariate one-way PERMANOVA for number of algal species and total algal biomass from analysis of Lower
Mediolittoral Zone (LMZ) algal data for Ċirkewwa and Pembroke. df = degrees of freedom. Significant p-values (p < 0.05) are
indicated in bold.

Source of Variation df Pseudo-F p-value

Study area 6
Ċirkewwa

LMZ 1.7348 0.0569

UMZ 3.4257 0.0132

Pembroke
LMZ 4.707 0.0001

UMZ 2.0748 0.0397

Residual 7

Total 13

Table 5: Results of multivariate one-way PERMANOVA from analyses of Lower Mediolittoral Zone (LMZ) and Upper Mediolittoral
Zone (UMZ) macrofaunal data for Ċirkewwa and Pembroke. df = degrees of freedom.
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saline effluent was greater at Ċirkewwa compared to
Pembroke. This may be attributed to exposure of the
shore to different flow regimes of the effluent discharge;
at Ċirkewwa, the effluent flows down a single channel
directly into the open sea, whereas at Pembroke the ef-
fluent flows into several diverging channels before enter-
ing the open sea. Some of the latter channels termin-
ate into rockpools, which receive the discharged effluent,
and eventually overflow. Therefore, although the shore
biotic assemblages at Pembroke appear to be influenced
by the hypersaline effluent, while the volume of effluent
released there is greater, the magnitude of this influence
may be lower at this study area due to dispersal of the
effluent into smaller bodies of water before it enters the
sea. Another difference in results between the two study
localities is that macrofaunal abundance and number
of faunal families in the LMZ at Cirkewwa decreased
on moving eastwards from the effluent outfall and in-
creased on moving westwards, while such trend was not
evident at Pembroke (figures 4 and 5). This could pos-
sibly be attributed to the higher exposure of the shore
at Ċirkewwa to the locally-predominant northwesterly
wind (Galdies, 2012) which would generate wave action
and water movement that is expected to displace the
effluent eastward, thereby influencing the shore biota
present east of the discharge point to a greater extent
than that present west of it. On the other hand, such
influence is less at Pembroke which is less exposed (fig-
ures 4 and 5) to the northwesterly wind and related wave
action.

The present results indicate that the influence of hy-
persaline effluent on shore biotic assemblages in the vi-
cinity of the outfall at both desalination plants is highest
within the stretch of shore located within a distance of
15 m from the discharge point. In the LMZ and UMZ
at both Ċirkewwa and Pembroke, the influence of the
hypersaline discharge was manifested by low values of
abundance and number of families of macrofauna at the
station located 15 m from the outfall, while an increase
in values of these attributes occurred with increasing dis-
tance from the discharge point. The results of univari-
ate and multivariate one-way PERMANOVA tests in-
dicated differences in biological attributes; namely num-
ber of macrofaunal families, Pielou’s evenness, Shannon-
Wiener diversity and algal biomass between the station
located at a distance of 15 m from the outfall and sta-
tions located at a greater distance from it, and that the
observed differences with increasing distance from the
discharge point were more evident at Pembroke com-
pared to Ċirkewwa. These results were corroborated
by the output from the PCO analysis of biological data
from Pembroke (figure 7A and B) which clearly indic-
ated that the stations at 15 m are distinguishable from
the other stations.

Results from univariate one-way PERMANOVA tests
for the LMZ indicated a significant difference in abund-
ance of Ampithoidae between sampling stations at both
study areas. Most of the pairs of stations that were
significantly different included the station located at
a distance of 15 m and stations located at a greater
distance from the outfall. De-La-Ossa-Carretero et al.
(2016) showed that amphipod abundance and diversity
decreased in response to elevated salinity of brine ef-
fluent, especially in the vicinity of a hypersaline out-
fall. Results from univariate one-way PERMANOVA
tests for the UMZ indicated a significant difference for
Trochidae at Ċirkewwa between stations at 15 m and
80 m and between those at 30 m and 80 m and for Pa-
tellidae at Pembroke between stations at 15 m and 30 m
and between those at 15 m and 80 m. Phorcus turbinatus
(Born, 1778), the most abundant member of Trochidae
recorded from the UMZ in the present study, is sensit-
ive to changes in salinity (Menzies et al., 1992), hence
decreased abundance of this species with decreased dis-
tance from the outfall may be due to the high salinity
levels to which the shore habitat is exposed. Informa-
tion on tolerance of Patellidae to above-ambient salinity
levels appears to be lacking, but one would expect that
species from this family will be as affected adversely
by high salinity levels, particularly during their juven-
ile stages. As a consequence of external fertilization,
the larval stages of marine gastropods, such as patel-
lids, are planktonic. Mortality rates of the planktonic
larval stage would be expected to be higher when ex-
posed to unfavourably high salinity levels that lead to
desiccation (Denny et al., 2007).

The results from univariate one-way PERMANOVA
tests for algal biomass indicated a significant difference
between the station located at a distance of 15 m and
stations located at a greater distance away from the
outfall on both western and eastern sides. A concur-
rent increase in algal structural complexity with increas-
ing algal biomass would be expected as one moves fur-
ther away from the effluent discharge point. At the sta-
tion located at a distance of 15 m from the outfall, Ulva
sp. and Cyanobacteria were the dominant flora; these
are characterised by low structural complexity, which in
turn would be expected to support a lower associated
macrofaunal abundance (Hacker et al., 1990) and di-
versity (Hicks, 1985 as cited by Hauser et al., 2006). The
genus Ulva comprises euryhaline species (Black et al.,
1972), which have a high tolerance to elevated salinity
compared with other macroalgae exposed to the same
environmental conditions (Einav et al., 1995). Simil-
arly to Ulva sp., some cyanobacteria species have a high
tolerance to salinity levels. One of the two cyanobac-
terial species identified in the present study is Symploca
sp., which is capable of tolerating salinity levels ran-
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ging between 48 PSU and 62 PSU (Nagasathya et al.,
2008). At stations located at a distance of 30 m and
more from the outfall, the influence of the hypersaline
effluent is less pronounced and environmental conditions
are more similar to background ones. This would al-
low the presence of algae that are more characteristic
of natural ambient conditions, and which would have a
higher biomass, as noted from the present results, and
hence higher structural complexity that would be ex-
pected to support a higher diversity of associated mac-
rofauna. The flora which dominated the stations located
at a distance of 30 m and greater away from the outfall
included Jania rubens, Gelidium sp., Titanoderma sp.
and Padina pavonica, all of which are more typical of
the rocky shore LMZ around the Maltese Islands

The results of the present study also show that the hy-
persaline discharge influenced shore biotic assemblages
within the mediolittoral zone at a distance of 30 m away
from the outfall but such influence was less than 15 m
away from the discharge. This suggests that the influ-
ence of the effluent is localized, being most evident at
a distance of 15 m from the outfall, and is lower at a
distance of 30 m, and becomes negligible further away.

The supralittoral macrofauna comprised members of
the families Littorinidae and Chthamalidae. Chthamal-
idae individuals were only recorded at Pembroke in
one replicate sample. The abundance of the littorinid
Melarhaphe neritoides (Linnaeus, 1758) was higher at
Pembroke than at Ċirkewwa, and contrary to the ob-
tained results for macrofaunal abundance in the LMZ
and UMZ, the abundance of this species at stations loc-
ated at a distance of 15 m from the outfall was compar-
able to that recorded from stations located at a greater
distance from the discharge point; only in the immediate
vicinity of the effluent outfall, i.e. at 0 m, was this spe-
cies absent and hence its abundance was ‘0’. Thus, the
influence of the effluent on littorinids within this zone
may not be so large compared to that on other mac-
rofaunal groups present in the LMZ and UMZ; this is
probably due to the presence of ecotypes, i.e. a popu-
lation adapted to the specific environmental conditions
provided by the effluent (Brewer, 1994), the behavioural
strategies of species from this family, and the lower ex-
posure of the zone to wave action. M. neritoides typ-
ically shelters itself from harsh physical conditions such
as wave action by occurring in dense aggregates within
crevices on the rocky shore, as well as in pits and under
overhangs, where the microclimate is benign. Moreover,
the supralittoral zone receives sea-spray but is not sub-
merged and it is only during strong wave action that this
zone is wetted by the sea (Grech et al., 1989). Since the
hypersaline effluent directly enters the sea, the supralit-
toral zone which is further inland is less affected than the
mediolittoral zone further down. Therefore, exposure of

M. neritoides to the effluent is minimal, especially due
to the reduced wave action during the summer months.

5 Conclusions

Overall, the present results indicate a similar pattern
of influence of hypersaline effluent on shore biotic as-
semblages in the vicinity of the discharge point, at both
desalination plants under study. However, some dif-
ferences in macrofaunal abundance, number of macro-
faunal families and algal biomass were noted between
the two study areas. This is to be expected and would
result from differences in environmental factors between
the two study localities, which would influence attrib-
utes of the shore biotic assemblages, as was noted in
the present study wherein a different pattern of change
in abundance and number of families of macrofauna
between Ċirkewwa and Pembroke, on moving away from
the effluent source, was evident. The influence of the hy-
persaline discharge was greater at Ċirkewwa compared
to Pembroke; this was attributed to exposure of the
shore to different flow regimes of the effluent discharge
between the two desalination plants. Results for the
LMZ and UMZ infer the largest influence of the hyper-
saline effluent on the shore biotic assemblages occurred
within the stretch of shore located within 15 m away
from the effluent outfall, and this observation was com-
mon to both study areas. The influence decreased bey-
ond a distance of 30 m and was almost negligible at a
distance of 150 m. In the SZ, the influence of the ef-
fluent on the shore biota was evident in the immediate
vicinity of the outfall, at 0 m, where no species were re-
corded, while at a distance of 15 m from the outfall, the
abundance of Littorinidae was comparable with that re-
corded from stations located at a greater distance from
the discharge point. As far as the present authors are
aware, this is the first time that the influence of hy-
persaline effluent from desalination operations on rocky
shore biotic assemblages, specifically in the Mediter-
ranean, has been assessed. The results from the present
study, which should be considered preliminary especially
given the limited effort adopted during sampling of the
biota, suggest that dispersal of desalination effluent at
the discharge point may decrease the level of adverse
influence on shore biotic assemblages, while the over-
all findings should help coastal managers and planners
in decision-making processes that concern site selection
for desalination plants and aspects of the effluent dis-
charge to the sea. Further investigations, which could
include assessment of water quality, hydrodynamic as-
pects and other physico-chemical environmental factors,
as well as more extensive sampling of biota associated
with the different littoral and sublittoral zones, would
be very useful as further evaluation of the influence of
desalination effluent on shore and shallow water marine
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ecology.
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Abstract. The goal of this study is to provide a de-
tailed insight on the GRAS method put forward by Ju-
nius et al. (2003) and its subsequent changes proposed
by Lenzen et al. (2007) and Temurshoev et al. (2013).
The GRAS method allows for balancing and updat-
ing of Input-Output (I-O) tables and Social Account-
ing Matrices (SAMs) with positive and negative entries.
The GRAS algorithm provided by Temurshoev et al.
(2013) is applied on the 2010 Macro SAM for Malta.
The totals of the Rest of World account are revised sub-
ject to official publicly available data (Eurostat, 2020).
The newly generated Macro SAM includes updated Rest
of World account totals such that it represents more ac-
curately the current account of the Maltese economy.
Although the Rest of World account totals of the newly
balanced Macro SAM conform to the latest Balance of
Payments statistical developments during the time of
study, the generated SAM elements may not adhere to
publicly available data because of additional mathemat-
ical assumptions invoked by the GRAS method. How-
ever, the newly generated Macro SAM for Malta can be
utilised by researchers, students and statisticians who
are interested in the 2010 Macro SAM with an updated
Rest of World account and are not influenced by the
imposition of additional mathematical assumptions.

Keywords: GRAS, Macro SAM, Matrix Balancing,
Minimum-Information Principle.

1 Introduction

The objective of this study is to introduce an updated
version of GRAS method proposed by Temurshoev et
al. (2013). This includes an application of the GRAS
method to update the 2010 Macro SAM for Malta by
revising the Rest of World (RoW) account. The newly
updated 2010 Macro SAM should represent more ac-
curately any current account developments within the

Maltese economy during the time of study.
In his Cambridge Growth Project (Bates et al., 1963),
Stone and his team developed the first bi-proportional
technique to balance a matrix known as the RAS (Bates
et al., 1963). The term RAS refers to the pre and
post multiplication to the technical coefficients matrix
A by two matrices termed R and S to update mat-
rix A.1 Bacharach (1970) and Omar (1967) demon-
strate that the RAS procedure can also take the form
of a loss minimisation problem (Günlük-Şenesen et al.,
1988). The RAS balancing technique was later expan-
ded by Günlük-Şenesen et al. (1988) to allow for updat-
ing or balancing a matrix with negative values (Günlük-
Şenesen et al., 1988). A decade and a half later, Junius
et al. (2003) re-discovered and formulated a theoretical
alternative generalisation which they coined GRAS. The
GRAS algorithm allows I-O tables with positive and
negative entries to be balanced and updated (Junius et
al., 2003). Lenzen et al. (2007) adjust the minimum
information function of the GRAS procedure adopted
by Junius et al. (2003) to obtain a more accurate result
(Lenzen et al., 2007). Temurshoev et al. (2013) take into
consideration the updated minimum-information prin-
ciple suggested by Lenzen et al. (2007) and expand fur-
ther the GRAS introduced by Junius et al. (2003) to
allow for matrix balancing and updating with zeros and
negative figures across entire rows and columns (Temur-
shoev et al., 2013).
The RAS balancing technique proposed by Stone and
his team (Bates et al., 1963) adjusts an unbalanced mat-
rix X0 to satisfy updated row and column totals (Bates
et al., 1963).2 The RAS method minimises informa-
tion loss as long as the unbalanced matrix contains non-
negative figures (Bacharach, 1970). Junius et al. (2003)
note that before their GRAS formulation, there were two

1Matrix A can take the form of a non-square matrix. However,
R and S are square matrices.

2In this article, matrix A and X0 are identical.
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ad-hoc approaches on how to apply the RAS method
on the matrix X0 with negative values. The first ad-
hoc approach was to apply the RAS on X0 with negat-
ive entries. However, this could potentially change the
structure of the new balanced matrix X∗ such that its
elements would greatly deviate from that of the unbal-
anced matrix X0. This is because the negative integers
would have a negative contribution during every itera-
tion when performing the RAS procedure. The higher
the magnitude of the negative value, the greater the de-
viation from the unbalanced matrix. Junius et al. (2003)
further pinpoint that the second ad-hoc approach was
to treat the negative elements outside the RAS method.
This is done by first decomposing the matrix X0 in two
matrices: (i) P with the non-negative entries of X0, and
(ii) N with the absolute values of the negative entries of
X0. Let eᵀ represents a transposed summation vector,
u represents the row summation vector and v represents
the column summation vector of the unbalanced matrix
X0. The column (ṽ) and row (ũ) summation vectors
of matrix P can be obtained via ũ = u + Ne and ṽ =
v + eᵀN.3 The RAS algorithm is applied to the matrix
P, ũ and ṽ, which gives a target matrix X̃. The final
target matrix is obtained by X∗ = X̃− N.
The problem with the second ad-hoc approach was that
negative entries are completely ignored. The negative
values would no longer have a negative or a positive
contribution during each iteration process of the RAS,
which would lead to a sub-optimal result. The GRAS
formulated by Junius et al. (2003) not only accounts for
negative values in the unbalanced matrix X0, but also
accepts negative values as row and column totals (Junius
et al., 2003). The GRAS that shall be utilised in this
paper was proposed by Temurshoev et al. (2013) who
expand on the GRAS adopted by Junius et al. (2003)
to allow entire column and row elements to have zeros
and negative values (Junius et al., 2003). Furthermore,
they utilise an updated minimum-information principle
that was proposed by Lenzen et al. (2007).
The application of the GRAS was originally in the con-
text of balancing and updating I-O tables. For instance,
Günlük-Şenesen et al. (1988) compare different mechan-
ical balancing techniques to analyse their efficacy on an
I-O table for Turkey (Günlük-Şenesen et al., 1988). Fur-
thermore, Junius et al. (2003) applied the GRAS on a
hypothetical I-O table to formulate a generalised mat-
rix balancing technique (Junius et al., 2003). The GRAS
was also adopted to balance and update SAMs, such as
in Thissen et al. (1998). Recent studies focus on com-
parative analysis between the RAS, Cross Entropy (CE),
Least Squares (LS) and Linear Programming Optimisa-
tion methods to highlight their strengths, limitations,
and efficacy. Robinson et al. (2001) and Lemelin et al.

3e represents a column summation vector of dimensions n× 1.

(2013) compare the RAS and CE methods, while Lee
et al. (2014) extend the comparisons to Least Squares
(LS) and Linear Programming Optimisation methods.
Within the local context, studies utilising the RAS are
limited to Blake et al. (2003) who balance a Maltese I-O
table for 2001. To the authors’ knowledge this study is
the first exposition and application of the GRAS within
the local context. The application of the GRAS as put
forward by Temurshoev et al. (2013) is not as widely
utilised as its predecessor, the RAS. As a result, this
study sheds light on the GRAS and its application.
A SAM in the form of a matrix4 represents an entire eco-
nomy’s circular flow of income and expenditure (Pyatt
et al., 1985), which is also articulated as flexible (Round,
2003) and comprehensive (Robinson et al., 2001). The
flexibility of the SAM allows for further disaggregation
of activities, factors, or institutions to accommodate the
scope of study. The SAM is also considered as com-
prehensive framework such that it captures every main
economic activity, providing a static visualisation of the
entire economy under study. Pyatt et al. (1985) describe
the two main objectives of a SAM. The first SAM object-
ive is that of a statistical database to obtain an organised
structure of an economy. The second objective of a SAM
is to allow, amongst others, the formulation of Comput-
able General Equilibrium (CGE) models (Pyatt et al.,
1985). Amongst others, CGE models can be formulated
to undertake socio-economic policy analysis on matters
such as poverty allectiation, monetary policy, income in-
equality and tourism.5 Taffesse et al. (2004) note that
a unique feature of a SAM is the high degree of consist-
ency within the framework, such that total income and
total expenditure equate (Taffesse et al., 2004).
Different SAM-types exist,6 which application and con-
struction depends on the scope of study. Two of the
most utilised and constructed SAM-types are the Macro
and Micro SAMs. The Macro SAM consists mainly of
aggregate national accounts figures, with an aggregated
production account. The Micro SAM further adds sec-
toral disaggregation to the production account, disag-
gregating production, factors and final demand of every
institution for each sector. Therefore, the main differ-
ence between the two SAM-types is the level of sectoral
disaggregation. For the context of this study, a Macro
SAM shall be utilised that comprises of an aggregated
production account. Numerous SAMs have been con-

4There are instances where the dimensions of a SAM take the
form of a non-square matrix. This generally depends on the SAM
disaggregation level and scope of study.

5Refer to Dixon et al. (2012) for a detailed discussion on CGE
models.

6For a further discussion on the different types of SAMs, refer
to Miller et al. (2009) and Cassar et al. (2013).
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structed across the world.7 Within the local context,
the first reliable and coherent SAM was constructed in
the doctoral dissertation by Cassar et al. (2013) that
conforms to the ESA 1995. A previous attempt at con-
structing a SAM was done by Blake et al. (2003) but
did not conform to the basic SAM structure proposed
by Pyatt et al. (1976). The SAM constructed by Blake
et al. (2003) was also based on an I-O table that was in
turn based on two previously mechanically balanced I-O
tables. During the time of this study, the latest SAM
constructed for Malta was by Theuma (2020). Within
the local context, the author constructed the first house-
hold extended SAM for the year 2010 (Theuma, 2020).
To provide a deeper insight on the GRAS and its applic-
ation, the 2010 SAM for Malta constructed in Theuma
(2020) shall be updated. Therefore, this implies that the
circular flow of income and expenditure of the Maltese
economy shall also be updated.

2 Data and Methodology

In order to update the SAM via the GRAS, the Maltese
2010 Macro SAM was obtained from the post-graduate
dissertation published by Theuma (2020). The 2010
Macro SAM for Malta was readily available and adheres
by the latest European System of National and Regional
Accounting (ESA 2010) framework and the second revi-
sion of the Statistical Classification of Economic Activ-
ities in the European Community (NACE). The Macro
SAM is encompassed of five institutional accounts of
which three are domestic, two factor accounts, and an
aggregated production account. The three domestic in-
stitutional accounts are namely the household, govern-
ment and enterprises institutions. The factor account is
split between labour and other value added. The pro-
duction account of the SAM is aggregated to a single cell
and hence explains its name Macro SAM. The updated
BoP data that shall be utilised to update the Macro
SAM was obtained directly from Eurostat (Eurostat,
2020). More specifically, the current account total of the
Macro SAM was revised to match the latest BoP stat-
istical developments. To update and balance the Macro
SAM, MATLAB shall be utilised which is a proprietary
multi-paradigm programming language and numerical
computing environment developed by MathWorks. The
applied MATLAB code for GRAS is publicly available
by Temurshoev (2020).

The RAS algorithm is known as a biproportional tech-
nique (Lahr et al., 2004). The main idea behind bipro-
portional technique algorithms is to transform an initial
matrix X0 to a target matrix X∗ of the same dimensions.
The RAS procedure is an iterative algorithm where the
rows and columns of matrix X0 are updated using pro-

7Refer to Theuma (2020) for an overview of SAMs constructed
internationally.

portions that are based on known row and columns sums
of X∗. Let 〈ζ〉 be a square matrix with the vector ζ on its
diagonal and zeros elsewhere, and let e be a summation
vector consisting of ones with appropriate dimensions.
The RAS iteratively adjusts the column (v) and row
(u) sums of an initial matrix X0 to approximate a new
matrix X∗ with given target row and column sums. The
scaling for the row and column sums is given in steps 2
and 3. An example of the RAS procedure is presented in
the Appendix section of this study. The RAS iterative
steps are described in Lahr et al. (2004) as follows.

Step 1 (Initialization). Set p = 0, where p refers to the
number of iterations. Let X0

0 = X0.
Step 2 (Row Scaling). Let p = p + 1, and Rp =

〈X∗e〉〈Xp−10 e〉−1 and Xp−
1
2

0 = R(p)Xp−10 . Where
Xp−10 is the updated matrix X0 after p − 1 itera-

tions and Xp−
1
2

0 represents the matrix Xp−10 after
computing row scaling.

Step 3 (Column Scaling). Next let Sp =

〈eᵀX∗〉〈eᵀXp−
1
2

0 〉−1 and Xp0 = Xp−
1
2

0 Sp.

The above presented steps describe a single full iter-
ation of the RAS bi-proportional algorithm, which are
repeated until a desirable matrix is achieved. Bacharach
(1970) put forward the notion that a solution for this al-
gorithm always exists. In fact, the author demonstrated
that this simple bi-proportional algorithm can be de-
rived from minimizing a minimum information function

f(X∗,X0) =
∑
i,j

x∗ij ln

(
x∗ij
ex0ij

)
, 8 (1)

where e denotes the irrational exponential constant.
Equation 1 is subject to the constraints u and v of
known row and column totals∑

j

x∗ij = ui and
∑
i

x∗ij = vj .

Unfortunately, the RAS is erratic when negative values
are present in the initial matrix X0. Applying the RAS
method on X0 with negative values could lead to X∗ that
is not comparable to the initial matrix X0. Building on
previous work, Junius et al. (2003) provided a minimiz-
ation information loss problem, similar to the one solved
by Bacharach (1970), but they account for the negative
values in matrix X0. This method is referred to as the
GRAS. The argument lies in minimizing

f(X∗,X0) =
∑
i,j

|x∗ij | ln
(
x∗ij
x0ij

)
(2)

8The value x0ij can be negative. However, x∗
0ij will also be

negative, implying that ln
(x0ij

x∗
0ij

)
can be calculated.
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subject to the constraints u and v of known row and
column totals∑

j

x∗ij = ui and
∑
i

x∗ij = vj

Define zij =
x∗
ij

x0ij
> 0 if x0ij > 0 and zij = 0 if x0ij = 0.

Then the problem in equation 2 can be re-written as

f(Z,X0) =
∑
i,j

|x0ij |zij ln(zij) (3)

with the Lagrange function

L(Z, λ, τ) =∑
(i,j)∈P

x0ijzij ln(zij)−
∑

(i,j)∈N

x0ijzij ln(zij)+

∑
i

λi

(
ui −

∑
j

x0ijzij

)
+
∑
j

τj

(
vj −

∑
i

x0ijzij

)

where P are the pair of indices (i, j) for which x0ij ≥ 0
and N the set of pairs of indices (i, j) for which x0ij <
0. From the Lagrange equation the following theorem
follows.

Theorem 1. Let Z = {zij}, λ = {λ1, . . . , λm} and
τ = {τ1, . . . , τn}. Then

zij =
risj
e

if x0ij ≥ 0 (4)

zij =
1

risje
if x0ij < 0 (5)

where ri = eλi and sj = eτj .

Proof. Consider the optimality condition

∂L(Z, λ, τ)

∂zij
= 0.

For x0ij ≥ 0 we have

x0ij ln zij + x0ij − λix0ij − τjx0ij = 0,

this is equivalent to

ln(zij) = λi + τj − 1 =⇒ zij = eλieτje−1.

For x0ij < 0 we have

−x0ij ln zij − x0ij − λix0ij − τjx0ij = 0,

this is equivalent to

ln(zij) = −λi − τj − 1 =⇒ zij = e−λie−τje−1.

Corollary 2. For the target matrix X∗ it follows that

x∗ij =
rix0ijsj

e
≥ 0 if x0ij ≥ 0 (6)

and
x∗ij =

x0ij
risje

< 0 if x0ij < 0 (7)

Theorem 3. The diagonal matrices S and R are the
solution of the system of non-linear equations :

(RPS− R−1NS−1)e = u? (8)

eᵀ(RPS− R−1NS−1) = v? (9)

where

pij =

{
x0ij x0ij ≥ 0

0 x0ij = 0

nij =

{
−x0ij x0ij < 0

0 x0ij ≥ 0

u? = eu and v? = ev.

An algorithm similar to the RAS can be formulated
for the GRAS. It is described as follows:

Step 1 (Initialization). Start from a given initial matrix
R(0).

Step 2 Use equation 8 to calculate the matrix S(1).
Step 3 Use equation 9 to calculate the matrix R(1) using

the matrix S(1) obtained in the previous step.
Step 4 The algorithm continues this way by finding

R(0)→ S(1)→ R(1)→ S(2)→ R(2)→ etc.
Step 5 It reaches its solution of diagonal matrices R and S

if for an arbitrary ε > 0,∥∥(RPS)e− (R−1NS−1)e− u?
∥∥ < ε ‖u?‖∥∥eᵀ(RPS)− eᵀ(R−1NS−1)− v?
∥∥ < ε ‖v?‖

For the initial matrix R(0), Junius et al. (2003) sug-
gest 〈e〉. For motivation behind this suggestion one can
check Stone (1961), Toh (1998) and van der Linden et
al. (2000).
In their work, Lenzen et al. (2007) outlined a problem
with the construction of Junius et al. (2003). The au-
thors outline an issue that occurs when starting with
an initial matrix X0 already satisfying row and columns
sums. In such a case, the initial estimate should be
optimal solution but by construction, the algorithm of
Junius et al. (2003) generates a suboptimal solution. To
solve this issue, Lenzen et al. (2007) provided a new tar-
get function by including an irrational exponent e:

f(Z,X0) =
∑
i,j

|x0ij |zij ln

(
zij
e

)
, (10)
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where zij =
x∗
ij

x0ij
. The Lagrangean function is formu-

lated by

L(Z, λ, τ) =∑
(i,j)∈P

x0ijzij ln

(
zij
e

)
−

∑
(i,j)∈N

x0ijzij ln

(
zij
e

)
+

∑
i

λi

(
ui −

∑
j

x0ijzij

)
+
∑
j

τj

(
vj −

∑
i

x0ijzij

)
.

Theorem 4. Let Z = {zij}, λ = {λ1, . . . , λm} and
τ = {τ1, . . . , τn}. Then

zij = risj if x0ij ≥ 0 (11)

zij =
1

risj
if x0ij < 0 (12)

where ri = eλi and sj = eτj .

Proof. Consider the optimality condition

∂L(Z, λ, τ)

∂zij
= 0.

For x0ij ≥ 0 we have

x0ij ln

(
zij
e

)
+ x0ij − λix0ij − τjx0ij = 0,

this is equivalent to

ln(zij) = λi + τj =⇒ zij = eλieτj .

For x0ij < 0 we have

−x0ij ln

(
zij
e

)
− x0ij − λix0ij − τjx0ij = 0,

this is equivalent to

ln(zij) = −λi − τj =⇒ zij = e−λie−τj .

Corollary 5. For the target matrix X∗ it follows that

x∗ij = rix0ijsj ≥ 0 if x0ij ≥ 0 (13)

and
x∗ij =

x0ij
risj

< 0 if x0ij < 0 (14)

Theorem 6. The diagonal matrices S and R are the
solution of the system of non-linear equations:

(RPS− R−1NS−1)e = u (15)

and

eᵀ(RPS− R−1NS−1) = v (16)

where

pij =

{
x0ij x0ij ≥ 0

0 x0ij = 0

nij =

{
−x0ij x0ij < 0

0 x0ij ≥ 0

The multipliers ri and sj are derived from the solution
of the quadratic equations

pi(s)r
2
i − uiri − ni(s) = 0 (17)

pj(r)s
2
j − vjsj − nj(r) = 0 (18)

where

pi(s) =
∑
j

pijsj , pj(r) =
∑
j

pijri (19)

ni(s) =
∑
j

nij
sj
, nj(s) =

∑
i

nij
si

The solutions are given by

ri =
ui +

√
u2i + 4pi(s)ni(s)

2pi(s)
(20)

and

sj =
vj +

√
v2j + 4pj(r)nj(r)

2pj(r)
(21)

The algorithm for this updated GRAS is given by
Step 1 (Initialization). Start from a given initial matrix

R(0) = 〈e〉.
Step t For t ∈ {1, 2, ..., N}. Find sj(t) and ri(t) using

equations 20 and 21.
Step N Stop when sj(N)− sj(N − 1) < ε for every j and a

sufficiently small ε. Calculate the value of x∗ij using
equations 13 and 14, ri(N) and sj(N).

The two methods described above suffice provided that
matrix P satisfying X0 = P−N does not have an entire
rows of 0. In practice this might not always be the case.
To solve this, an improvement was made by Temurshoev
et al. (2013). Define

ri =

{
ui+
√
u2
i+4pi(s)ni(s)

2pi(s)
pi(s) > 0

−ni(s)
ui

pi(s) = 0
(22)

sj =


vj+
√
v2j+4pj(r)nj(r)

2pj(r)
pi(s) > 0

−nj(r)
vj

pj(r) = 0
(23)
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This modification suffices to solve the issue of the matrix
P having entire rows and columns of zeros. Furthermore,
it is evident that the values of ri and sj are positive. The
iterative process is identical to the algorithm used in the
work of Lenzen et al. (2007).

3 Results and Discussion

Table 1 presents the original Macro SAM constructed by
Theuma (2020). This is utilised to generate the matrix
X0 with updated RoW totals. The Macro SAM depicted
in Table 1 takes the form of a 9× 9 dimensional matrix,
which provides a static picture of the entire circular flow
of income and expenditure of the Maltese economy for
the reference year of 2010. Table 1 contains a negative
entry of -136.78 million euro, which reflects a situation
of dissavings coming from the Enterprises Institution.9

From Table 1 it can be observed that there are no rows
and columns comprised of only zeros or negative val-
ues. From the same table, the rows and columns which
contain a negative value also have at least one positive
entry. This implies that the GRAS algorithm proposed
by Junius et al. (2003) can also be applied to update the
Maltese Macro SAM for the reference year of 2010. We
utilise the GRAS algorithm proposed by Temurshoev
et al. (2013) to make use of the latest GRAS modific-
ation, which includes the revised minimum information
criteria by Lenzen et al. (2007). The RoW totals of the
original Macro SAM in Table 1 are updated to match
those in Table 2. Therefore, as depicted in Table 4,
the RoW totals were revised upwards to 24,888.04 mil-
lion euro (Eurostat, 2020) to better represent the cur-
rent account and simultaneously conform to the latest
BoP statistical developments. With the exception of
the RoW Account, the other Macro SAM totals found
within Table 2 remain unchanged.
The publicly available MATLAB code (Temurshoev,
2020) proposed by Temurshoev et al. (2013) with a
threshold level of ε = 10−6 generates an updated 2010
Macro SAM for Malta in Table 3 within 34 iterations.
The row and column totals of every SAM account in
Table 3 conform exactly to those set in Table 2. The
GRAS algorithm generated the upper left block matrix
in Table 3 with dimensions 9×9, subject to the revised
RoW totals. The changes between Tables 1 and 3 are
clearly listed in Table 4. There are several important
findings that deserve attention from the newly gener-
ated Macro SAM in Table 3. The first point to notice
from Table 3 is that the elements of the Labour (L) and
the Other Value Added (K) accounts remain the same
when compared to Table 1. This happened for two reas-
ons. The first reason is because the totals of the Labour

9Theuma (2020) pinpoints that this figure was obtained as a
balancing entry of the Capital Account. However, this figure had
been estimated after already having obtained reliable estimates
for the other SAM Accounts

(L) and Other Value Added (K) accounts remain un-
changed.10 Secondly, the Labour (L) and Other Value
Added (K) accounts constitute only of one element. The
entries of the Labour (L) and Other Value Added (L)
accounts of 2,846.27 and 2,960.51 million euro, respect-
ively, represent the reward-payments for the utilisation
of factors of production by productive activities, which
are generally encompassed of land, labour and capital.
Since there are no differences between the Factor Ac-
count generated by the GRAS procedure and the one
constructed in Theuma (2020), a high degree of consist-
ency is retained with respect to the Labour (K) and the
Other Value Added (K) Accounts.
The second important finding is the significant change in
the aggregate Intermediate Consumption element found
within the production account as depicted in Table 4.
At sectoral level, the aggregate output for every sector
would still remain the same because total output for
every sector would be treated as control totals. How-
ever, the interindustry transactions would be subject to
change following the GRAS procedure. This in turn
directly influences researchers, statisticians or students
who intend to analyse the production structure of Malta
at a sectoral level. More specifically, the amount of in-
put purchases required for the production processes to
produce goods and services would change. One reason
why the Aggregate Intermediate Consumption element
changed drastically is due to the fact that it has a large
magnitude which absorbs the RoW revisions since the
Labour (L) and Other Value Added (K) account ele-
ments remained unchanged. This suggests that the
GRAS-generated Macro SAM in this study should be
utilised with caution, depending on the scope of study.
For instance, studies that utilise the GRAS-generated
SAM to estimate Demand-Driven Leontief multipliers
could end up with different estimates when compared
to a non-mathematically balanced SAM. This is because
the interindustry transactions in the latter SAM would
be assumed to make more economic sense without im-
posing further mathematical assumptions.
From Table 3, it can be observed that after updating
the totals of the RoW Account in Table 2 and perform-
ing the GRAS-algorithm, imports and exports of goods
and services amount to 9,403 and 10,673 million euro re-
spectively. However, from official publicly available data
(Eurostat, 2020), one can observe that imports and ex-
ports of goods and services should amount to around
10,115 and 10,154 million euro respectively. Therefore,
a limitation of the GRAS is that although the row and
column totals of the RoW Account were updated, the
elements within the Macro SAM are mathematically
generated according to the GRAS algorithm suggested

10Recall that the totals of the RoW Account were the ones
subject to change in this study.
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by Temurshoev et al. (2013). Since these elements are
generated by the GRAS-algorithm, they cannot be equal
to official published statistical figures as they may lose
economic sense. One way to solve this issue is to keep
some entries fixed before running the GRAS. However,
this would produce a suboptimal solution when com-
pared to the scenario of keeping no elements fixed. The
GRAS would have less entries on which to balance the
Macro SAM and as a result would increase the mag-
nitude to which the remaining elements would change,
producing results that could make no economic sense.
Another important finding worth discussing is that the
highest discrepancies come from the RoW Account, as
visualised in Table 4. A reason behind this is that
the RoW account already had elements with substan-
tial magnitudes. In fact, when comparing Tables 1 and
3, it can be seen that throughout the Macro SAMs, the
elements with significant flow entries experience a larger
difference as seen from Table 4. Similarly, the elements
with lower magnitudes experience lower changes as ob-
served from Table 4. However, the magnitude of changes
by the GRAS balancing process depends on how much
the SAM totals change and whether several entries will
remain fixed. In other words, the magnitude of the ele-
ments in the Macro SAM when performing the GRAS
algorithm will change based on the magnitude of the
revised totals.

4 Conclusion

The main aim of this study is to provide a detailed
exposition of the GRAS algorithm. An advantage of
the GRAS is its versatility to be applied when negative
entries are present in the initial matrix. This naturally
puts the GRAS method as a possible tool to use when
balancing a matrix with negative values.
In this study, the GRAS was applied to update the 2010
Macro SAM for Malta. This was done by updating the
totals of the RoW account and balance it accordingly.
The GRAS was important because of the negative value
that is present in the initial Macro SAM provided for
the reference year of 2020 (Theuma, 2020). The final
result obtained represents more accurately the current
account of the Maltese economy while simultaneously
reflecting the latest BoP statistical developments.
In general, there are various ways of constructing a
SAM. The Results section presents that our SAM ex-
hibits notable changes after performing the GRAS when
compared to the SAM constructed by Theuma (2020).
The Factor account did not result any changes after
performing the GRAS, which ensures a high degree
of consistency with the initial Macro SAM. However,
every element of the RoW account exhibited notable
changes after performing the GRAS. Also, the Interme-
diate Consumption aggregate changed after performing

the GRAS, which suggests that the purchases required
for every sector to produce goods and services changed.
The SAM generated in the study can be utilised by re-
searchers, statisticians and students depending on the
scope of their research. This is because the elements of
the generated SAM elements do not compare to publicly
available data. This is important because the GRAS
applied in this study was carried out without keeping
any elements fixed in the initial Macro SAM. It is pos-
sible to keep some values fixed in the initial Macro SAM
by using a similar procedure as described by Junius et
al. (2003). However, one should keep in mind that the
consequence of keeping fixed entries would result in a
suboptimal solution. For future studies, one can opt
to use several methods similar to the GRAS, including
the KRAS, Linear Programming Optimisation, CE and
LS to analyse and compare different generated SAMs.
The main aim of the study was to explore the GRAS
method. To this end, no entries were kept fixed in order
to obtain an optimal GRAS solution.
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Appendix

Example 7. Set p = 0 and

X0
0 =

[
2 4
2 4

]
We need to find a matrix X∗ with target row sums[

12
6

]
and target column sums [

9 9
]

Set p = 1 and start the row scaling

R1 =

[
12 0
0 6

] [
1
6 0
0 1

6

]
=

[
2 0
0 1

]
Let

Xp−
1
2

0 = X
1
2
0 =

[
2 0
0 1

] [
2 4
2 4

]
=

[
4 8
2 4

]
From the above, the rows sums of matrix X

1
2
0 satisfy the

required target row sums. However, the column sums of

matrix X
1
2
0 do not satisfy the required column sums. Next

we adjust the columns sums with respect to the target
columns sums.

S1 =

[
9 0
0 9

] [
1
6 0
0 1

12

]
=

[
3
2 0
0 3

4

]
Let

X1
0 =

[
4 8
2 4

] [
3
2 0
0 3

4

]
=

[
6 6
3 3

]
The matrix X1

0 = X∗ satisfies the target row and column
sums. In this case, the process stops here. However, if
the matrix X1

0 does not satisfy the target row and column
sums, set p = 2 and repeat the process above.
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Table 1: Original 2010 Macro SAM for Malta
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Table 2: Updated Macro SAM Row and Column Totals
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Table 3: Updated GRAS 2010 Macro SAM for Malta
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Table 4: Differences Between the Initial and the New GRAS
2010 Macro SAM for Malta
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Abstract. Our central thesis is whether Risk Manage-
ment can be applied as part of a best practice manage-
ment system throughout sport organizations. Our liter-
ature review reveals that the key risks faced by youth
soccer and sports training in general, and the causes of
legal liability. We analyse the results of an empirical
study conducted across all 47 youth academies in Malta
for the purpose of identifying the main risks faced. In-
terviews were also conducted with the official national
sports organisation and an insurance broker who intro-
duced the first (and only) such insurance policy targeted
for youth soccer academies in Malta. Our findings indic-
ate that injuries, liability risk and inadequate facilities
are the key hazards of concern for youth academies. A
framework is suggested to avoid and minimise the risks
identified in our study. A key measure that minimizes
most risks is coaches’ continuous professional develop-
ment. In addition, insurance policies ought to offer the
ability to transfer risk.
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1 Introduction

Risk management has become a core focus and a buzz
word especially after the financial crisis of 2007 (Barbara
et al., 2017). Various risk management processes have

been implemented but one can subdivide each process
through a tripartite procedure: risk recognition; risk
measurement; and risk minimising. We conduct a qual-
itative analysis of the risks encountered by the youth
soccer clubs in Malta, to make recommendations in re-
lation to the mitigation of the various risks that arise in
youth soccer academies. This article also analyses the
effectiveness of a new insurance policy. The aim of this
article is to identify risk mitigation factors in relation
to injuries, negligence, lack of fair play, and bullying in
soccer academies.

The Maltese Youth Football Association (MYFA)1

was established in 1982 with the responsibility of or-
ganizing and managing tournaments and competitions
at youth level. Although starting with only eight
academies, the structure now boasts the membership
of 47 academies. Youth soccer academies in Malta tend
to employ coaches on a part-time basis and administrat-
ors on a voluntary basis. The general trend has been of
an increase in professionalism within soccer youth clubs
due to a higher participation rate of students (and hence
higher revenues), European grants to improve training
facilities and significant MYFA involvement. Increased
professionalism leads to more defined roles that require
professionally certified members of staff and a stronger
awareness of risks involved in the daily running of a soc-
cer youth academy.

Risk Management can be applied as part of best
practice management system throughout sport organ-
izations. This process supports academies in identifying
risk factors which can potentially lead to injuries and
other hazards. These risks can be estimated and eval-
uated according to their severity. Information obtained

1We use the term soccer to refer to the sport. However many
associations outside the USA tend to have the word ‘football’.
Another term that is at times used is ‘associate football’.
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from risk management processes can be used proact-
ively to reduce or mitigate such risks. The acceptability
of risk within particular sports is, however, reliant on
the subjective perceptions of the participants involved
(C. Fuller et al., 2004).

There are four main methods of how risk can be man-
aged: risk avoidance, risk reduction, risk transfer and
risk retention. Risk avoidance and risk retention are on
the opposite ends, the choice depends on whether the
perceived dangers of the risk offset the potential bene-
fits. C. W. Fuller (2007) explains that the risks of some
sports injuries are acceptable. ‘Acceptability’, for the
purposes of this article, depends on the presence of con-
sent between the parties and the injury being sustained
within the rules/regulations of the specific sport. Other
than evading the risk altogether by not participating,
the risks can be reduced, by for example applying con-
trol processes, or transferring the risk to a third party,
usually through an insurance (C. Fuller et al., 2004).

1.1 Current Insurance Cover in Malta

Currently, the only insurance policy available at youth
level is offered through the MYFA. The association had
interest in providing this risk transfer for quite some
time, however premiums quoted resulted to be too ex-
pensive. Moreover, academies were not prepared for
such change, as insurance was not considered as the
main priority due to high costs involved. This resul-
ted into the MYFA postponing the implementation of
risk transfer throughout Maltese youth football. The
drive for introducing this policy followed attendance of
a course with the Scottish Youth Football Association,
whereby the latter explained that a youth team cannot
compete in Scotland unless insured. Following this the
MYFA helped source an insurance policy with a local
broker. Adopting a similar approach to the Scottish
decision, the MYFA decided that the policy should be
mandatory for all academies competing in the Youth FA
events and leagues.2 The policy was launched in July
2017 and is currently in its third season of existence.3

The current insurance policy covers three main areas:
personal accident, public liability and professional in-
demnity. Personal accident outcomes relate to acci-
dental death, permanent total disablement, loss of one
or more limbs, loss of sight in one or both eyes, emer-
gency expenses and physiotherapy benefit. Public liab-
ility covers up to two milion euro for an incidence for
‘player to player’ injuries but excludes premises liabil-
ity. Hence if an individual is injured on the youth soccer
academy’s premises due to building damage, that should

2Coverage for under 13, under 15 and under 17 is mandatory
while coverage in relation to younger age groups is voluntary.

3A soccer season in Europe represents the year during which
tournaments are held. This runs from August to May/June of
each year.

be covered by the building’s insurance policy. The policy
covers the professional indemnity of coaches for the same
limit in aggregate.4

2 A review of the literature concerning
injuries and liabilities

Youth academies are subject to several perils and risks.
The most frequent risk faced by youth academies are
injuries. Youth clubs also encounter less frequent yet
more severe risks such as fatalities and liability claims.

2.1 Injuries

The prevalence of injuries in soccer is relatively higher as
it is a contact sports. A study conducted in France over
a ten-season period investigated several types of injuries
sustained by soccer players in Under 14, Under 15 and
Under 16 years old groups. Injuries were identified and
documented by sports physicians according to type, loc-
ation, severity, the date the injury occurred, and playing
position. It was concluded that players younger than the
Under 14 age group suffered most injuries during train-
ing rather than matches. Most of these injuries were
due to growth related overuse disorders. The majority
of injuries for all age groups were contusion, sprain and
muscle strain (Le Gall et al., 2007). Moreover, concus-
sion is a common risk found in soccer since a unique
feature of soccer is the practice of the heading the foot-
ball (Boden et al., 1998). Specifically, neurophysiologic
and neuro psychologic changes have been observed in
soccer players, with heading being the main cause iden-
tified, which could have an impact of the brain’s function
(Barnes et al., 1998). The risk of concussion is not only
due to heading since falling is another major hazard in
soccer.

Recent research shows that four out of ten emergency
room visits for children between 5 and 14 years of age
are related to sports injuries (Serena, 2017). Repetitive-
strain injuries are increasing in number because the com-
petition in youth sports has increased drastically. Chil-
dren train on a continuous basis and may not be includ-
ing sufficient rest time in their regimen to allow their
body to recover. The reasons for this lack of recovery
could be due to the fact that some children might be par-
ticipating in more than one sport and follow a schedule
with a training structure that pushes them to not take
rest periods. This contrasts with children moderating
their activities when playing on their own as they tend
to take breaks (Serena, 2017).

Motivation and concentration in a particular sport
can create an aspiration to only engage in that sport
as the athlete’s ability level and success increase. This
might lead to burnout, which is defined as physical and

4For example, injuries sustained due to a training regime
change.
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emotional fatigue from the strains of an athlete’s sport.
This factor increases the risk of injury and can simply
occur when someone is constantly competing without
adequate rest. Unlike professional athletes’ physiques
that are in a more mature state and can handle the stress
that is placed on muscles and joints, young athletes are
still in the process of growth (Dugas, 2017).

There is the tendency that children always push them-
selves to their limits due to their desire to want to play
and have fun. In some instances, an injured child might
continue to play without advising anyone that they are
experiencing discomfort. This would make the situation
worse and might aggravate the injury. Moreover, a sign
of discomfort or pain is an indication of an injury and
that children should never play or train with pain (Ser-
ena, 2017).

Sport diversification and non-specialization is funda-
mental in allowing proper development in young ath-
letes. Participating in several sports, with adequate
rest, permits an athlete to improve diverse skills that
can aid in success in other areas. This also can lead to
less burnout and allow youth sports to be healthier and
remain competitive (Dugas, 2017).

2.2 Fatalities

The risk of fatalities is another type of risk faced by
organizations. There were 120 sports-related deaths
of young athletes in 2008-2009; 49 in 2010; and 39 in
2011 throughout the United States (Youth Sports Safety
Alliance, 2013). 31 high school football players died
of heat stroke complications between 1995 and 2009
(Youth Sports Safety Alliance, 2013). Some potential
main risks that can lead to fatalities are sudden cardiac
arrest, heart illness and sickle cell trait which includes
heat, dehydration, altitude, asthma, high intensity ex-
ercise with few rest intervals.

In Malta, there are less cases related to fatalities in
youth sport activities than the US due to the population
size. However, fatalities do occur. In 2003 a fourteen-
year-old boy, died when one of the goalposts toppled on
him during a physical education lesson. The goal posts
were made of thick metal pipes and although they were
not shifted around, they were not fixed to the ground
(Fenech, 2013).

2.3 Civil Liability

Coaches play an important role in youth sports. In the
field of sports, one can observe several personal relation-
ships including athlete-athlete, athlete-team manager,
athlete-team physician. These relationships might have
an influence on the performance of players. The rela-
tionship between a coach and the player is critical since
it is unique and central for team sports (Jowett et al.,
2002; Lyle, 1999, 2002). This type of relationship is one
in which the coach governs critical factors such as skill,

training and energy (Emerick, 1997). This relationship
affects the performance and the motivation of the young
athletes. This connection does not end here as Engel-
horn (2005) argues that coaches also have a legal rela-
tionship with the athletes. The obligations of these type
of relationships are not defined by the parties involved,
because they are defined by case law and statutes (Car-
penter, 2008). However, there is an additional duty, one
which is based in tort of negligence. This legal relation-
ship obliges coaches to always prevent harm and protect
his athletes. The wage level of the coaches is irrelevant
as the duties are the same for every coach. Therefore,
a paid coach and a volunteer have the same duties to-
wards their athletes. Individuals and organisations who
manage and organise sport programs and events have a
duty to make such activities as safe as possible for any-
one who participates. This is not based on a contractual
relationship between the parties, it is based on a ‘duty
of care’.

The Duty of Care principle was formed due to the case
of Donoghue v Stevenson [1932] UKHL 100. According
to this principle, any individual or business that manu-
factures a product or offers a service must contemplate
the safety of the users of that product or service. If there
is a risk that the user of the product or service will sus-
tain injury, illness or other harm, then the product or
service should be withdrawn until the product or service
is remedied. Therefore, coaches may be liable for any
injuries sustained if it is established that they owed a
duty of care to the children; they breached that duty;
the breach of duty caused the injury; and the injury sus-
tained was not too remote. Thus, a coach or an academy
runs the risk of a court action for negligence, which oc-
curs when there is a breach of the duty of care and an
injury is caused as a result of that breach. The implic-
ations of this duty is that an individual coach might
find themselves personally liable for the injury caused.
This occurs where the academy is not liable because
the coach was acting on a ‘frolic on his own’ (Joel v
Morison [1834] EWHC KB J39) by departing from the
normal course of employment and, accordingly, will fall
outside the scope of vicarious liability of the employer.

In addition to the legal duties under statute and com-
mon law, a coach’s duties are also defined by sports asso-
ciations of a national standard (Engelhorn, 2005). The
legal duties of coaches have been investigated by many
(Borkowski, 2004; Carpenter, 2008; Doleschal, 2006;
Fast, 2004; Figone, 1989; Hensch, 2006; Labuschagne et
al., 1999; McCaskey et al., 1996; McGirt, 1999; Porter
et al., 1980; Schwarz, 1996). The most significant of
them, which enclosed most areas of coaches’ legal du-
ties, were originally categorized by Figone (1989) and
then improved on by Engelhorn (2005). Mohamadinejad
et al. (2014) also subdivided coaches’ legal duties into
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seven sections. We merge these to Engelhorn’s (2005)
to produce a list of duties as the provision of a safe
sport environment through the conduction of appropri-
ate training methods together with supervision, the use
of best practices in delivering training, making use of
appropriate and well- functioning equipment, adequate
planning of both short and long-term training programs.
Furthermore, coaches must properly match athletes, in
both training and competition, based on their skill, size
and power. The coach has the duty to warn athletes and
their parents about the inherent risks involved in their
specific sport. In addition to that, proper medical care
must be always provided in order to tackle any injur-
ies immediately. Finally, coaches must always prevent
sexual harassment or harassment by other athletes and
coaching staff.

When coaches fail to have sufficient knowledge about
their main responsibilities and necessary precautions,
athletes are being placed in unsafe situations. The vi-
olation of such duty might possibly result in criminal
prosecution (Wenham, 1994). Conversely, the accident
causing injury to the player may result into a civil pro-
secution against the coach (Wenham, 1999).

Coaches normally have the closest relationship with
athletes and have the most direct control over them
in any sport (Labuschagne et al., 1999). The coach-
athlete relationship is special; therefore, coaches are re-
sponsible of doing everything in their power to mitigate
foreseeable risks of harm to participants (Guskiewicz
et al., 2010; Wehman, 2006; Whang, 1995). Coaches
have the duty to continuously monitor and supervise
their athletes to protect them from injuring or harm-
ing themselves. Labuschagne et al. (1999) explain that
given the nature of the relationship between the coach
and his athletes, coaches often find themselves facing
civil liability. Nevertheless, it is crucial to mention that
there is no automatic liability for coaches because the
injury happened under their supervision. The source of
civil liability is normally based on the tort of negligence
(Labuschagne et al., 1999). Civil liability rises when a
harmful action has occurred, creating damage or loss
for the injured athlete and the loss is not too remote.
Cases vary and diverse elements of evidence is used to
provide any proof of evidence. The most crucial aspect
in determining whether a coach is liable for injuries of
his players is to conclude if the coach has satisfied their
duty towards their players.

2.4 Criminal Liability

With regards to, criminal liability, the relevant provi-
sions are contained in Chapter 9 of the Criminal Code of
the Republic of Malta (1854, amended 2018) (The Code,
n.d.). Coaching comprises a complex set of responsibil-
ities ranging from emotional to physical that gives the
coach a chance to reformulate coaching styles and inter-

personal relationships (Dowey, 2008). The relationship
between coaches and players is not based on an equival-
ent collaboration, which results in the coaches having
more power than players (Dodge et al., 2004). Moreover,
in most cases young athletes often obey and uncritically
agree to the coach’s decisions. This shows that the re-
lationship between the coach and their athletes is based
on an imbalance of power (Fasting et al., 2009). An
important value that is crucial in this type of relation-
ship is trust (Williams, 2003). Coaches are supposed to
be trustworthy, since they have a great responsibility of
taking care of their players (Dowey, 2008). When deal-
ing with youth players and minors, the responsibility is
greater as their parents are trusting in the coach’s be-
haviour and actions. The notion of trust is linked to the
concept of autonomy. Philosophers (Kupfer, 1987; May,
1994; Meyer, 1987) make a distinction between two dis-
tinct notions of autonomy. According to Meyer’s (1987,
p. 267):

“[t]he first view might be called negative
autonomy: an autonomous person is not dir-
ected by another. The second view could be
called positive autonomy: an autonomous per-
son is actively self-directed. One might bet-
ter distinguish these two positions by noting
that negative autonomy is a social conception,
a conception of liberty. On the other hand,
positive autonomy involves having a certain re-
lationship with the ‘natural’ world of one’s own
emotions and desires.”

Kupfer argues that ‘[i]t is not enough simply to be free
from others’ interference; autonomy requires awareness
of control over one’s relation to others, including their
access to us’ (Kupfer, 1987, p. 132). O’Neill (2002)
stresses the importance of combining the accepted no-
tion of autonomy with the equally important concept
of trust. Trust and power can provide opportunities for
coaches to misuse them (Fried, 1996; Williams, 2003).
The complexity of legal suits is a powerful indication
of the potential misuse of authority and power that
coaches can deliberately or accidentally inflict in their
relationship with athletes (Dowey, 2008). For instance,
the usual physical contact between coach and athlete
in order to teach several skills associated with move-
ment, can be abused by some coaches who may not re-
spect appropriate boundaries between the athletes and
themselves (Bringer et al., 2002). However, sometimes
the coach’s action may be in good faith but might be
misinterpreted and consequently trigger an impression
of physical, sexual, or emotional abuse, or the subject
of false allegations (Dowey, 2008). Consequently, the
coach-athlete relationship is an unequal power relation
based on power and trust that, if not carefully man-
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aged, may easily lead to emotional or physical exploit-
ation (Toftegaard, 2005). At youth level, coaches need
to be more cautious and manage their relationship in a
careful manner. Drewe (2000) reported that a few of the
coaches saw potential dilemmas involving the possibil-
ity of an intimate relationship developing between coach
and the athlete and how such a relationship might be
‘perceived from the outside as sexual harassment’.

Corbett (1993) explains that according to criminal
law, someone in a position of authority or trust towards
a minor must never engage in a sexual activity with the
minor even if the activity is consensual. Article 201 of
the Code states:

“Unlawful carnal knowledge and any other
indecent assault, shall be presumed to be non-
consensual: (a) when it is committed on any
person under twelve years of age; (b) when the
person abused was unable to offer resistance
owing to physical or mental infirmity, or for
any other cause independent of the act of the
offender, or in consequence of any fraudulent
device used by the offender.”

With regards to, defilement of minors, Article 203(1)
provides, ‘Whosoever, by lewd acts, defiles a person who
has not completed the age of sixteen years, shall, on
conviction, be liable to imprisonment’. Unfortunately,
sexual abuse victims, take an undesirable road, in keep-
ing everything to themselves, rather than reporting the
case. This is usually done out of shame and/or em-
barrassment. Fearing the worse, such as pay-backs, de-
selection, and not being taken seriously, is another ma-
jor contributor to coaches and those in authority not
facing the criminal justice system (Brackenridge et al.,
1997). Nevertheless, examples of youth sport coaches
preying on youth are vast (Wenham, 1994).

This could be illustrated through several real-life
cases. For example, a former Malta Football Associ-
ation coach was implicated in a sexual abuse scandal
within English soccer. The BBC has conveyed that in
1997 more letters were sent to soccer clubs warning them
about Bob Higgins. Higgins was working with the MFA
throughout 1992 and 1994. His five year-contract was
withdrawn by then MFA president George Abela over
investigations of sexual abuse against him in England
(Vella, 2016).

Criminal law issues also arise in the context of bodily
harm, which may be ‘grievous or slight’ (Article 215).
By virtue of Article 214 of the Code:

“Whosoever, without intent to kill or to
put the life of any person in manifest jeopardy,
shall cause harm to the body or health of an-
other person, or shall cause to such other per-
son a mental derangement, shall be guilty of

bodily harm. “

However, it is generally accepted that during sport-
ing activity, such as soccer, the use of force is permitted
which in other circumstances would be unlawful (Mc-
Cutcheon, 1994). McCutcheon (1994) argues:

“Applications of force which would nor-
mally be criminal assaults are lawful when in-
flicted in the course of a game. The traditional
explanation has been that the law recognises
the consent of the participants as providing
a defence. By the same token, it is accepted
(with increasing regularity) that there are lim-
its to the amount of force which might lawfully
be inflicted in the course of a game and it is
said that participation in sport does not confer
a licence to abandon the restraints of civilisa-
tion. Thus, there is a point beyond which the
consent of the participant is considered imma-
terial and the conduct is treated as unlawful.”

For the injury suffered to be outside the remit of the
Code, three factors ought to be satisfied (Child et al.,
2017). Firstly, it must be established that the ‘sport’
is played legally. in other words, it must be a sport re-
cognised by law. Secondly, the rules of the sport will
need to be examined. As a general rule, the law will
accept that no offence is committed if it is conducted
within the rules of the sport. The rationale for this is
that the risks are implicitly consented to by the par-
ticipants. Thirdly, the injuries that occur outside the
rules of a recognised game, such as soccer, will need
to be considered. This requires distinguishing between
a legitimate foul play from illegitimate foul play. This
distinction was highlighted in the English case of R v
Barnes [2005] 1 WLR 910, where the defendant, playing
in an amateur soccer match, mistimed a sliding tackle
against the victim, causing serious injury. The defend-
ant was found guilty of section 20, Offences Against the
Person Act 1861. His appeal was allowed by the Court
Appeal on the grounds that conduct can be outside the
rules of the game and still be validly consented to. The
Court of Appeal established a number of factors that
should be considered when considering whether a risk is
impliedly consented to by those involved, even though
it is outside the rules of the game. The factors are: the
type of sport, the level at which it is being played, the
nature of the act, the degree of force, the extent of the
risk of injury and the defendant’s state of mind. Child
et al. (2017) argue that, in relation to the last factor,
the defendant’s state of find requires special attention.
Outside contact sports, such as boxing and rugby plying
sport should not involve a defendant intentionally caus-
ing a victim harm. Thus, in sports such as cricket and
soccer, a victim does not consent to a defendant inten-
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tionally causing them an injury. Where such an injury
results, it can be argued that the victim did not consent.

3 Methodology

Primary data was collected through questionnaires sent
to all 47 youth soccer academies registered with the
Youth Football Association. A total of 43 responses
were received (91.5%). The aim of this questionnaire
was to understand and gather thoughts of youth soccer
academies about several risks that are encountered and
their opinion about the newly implemented insurance
coverage. The questionnaire consisted of three different
kinds of questions including simple ‘yes’ or ‘no’ ques-
tions, multiple choice questions and open-ended ques-
tions. The use of multiple-choice questions facilitates
and simplifies as much as possible the questionnaire.
The aim of this study is to gain an insight into the opin-
ions of the various clubs representatives. The purpose of
the first questions was to introduce and reveal particular
significant aspects rather than produce a quantitative
summarization or hypothesis testing.

The first question required the participants to disclose
their role within the academy. Questions two and three
consisted of gathering more information about the num-
ber of teams and children that are registered within the
academies. The scope of such questions was to enable
us to gain an in depth understanding of the level of risk
present in the club of each respondent. The subsequent
set of questions were related to the number of coaches
involved within the academy, the number of full-time
coaches working with the academy, qualifications and if
coaches are required to have a first aid qualification to
work within the academy. Since coaches are critical in
the management of an academy, these questions were
very important in order to provide a better insight of
the management of the respondent’s academy.

Questions 1–7, inclusive, gathered demographic data
and were disregarded for the purposes of this article.
Questions 8 and 9 were designed to analyse the risks
faced by each responded. Question 8 required respond-
ents to disclose the number of matches or tournaments
their academy participates in on a weekly basis, whereas
question 9 questioned the method of transportation used
to arrive at the location where matches are held.

Questions 11 and 12 were open-ended, with the scope
of giving freedom and to provide an opportunity for the
respondents to list the main risks and hazards which
they feel that their organization is exposed to. As ex-
plained by several authors (Dugas, 2017; Le Gall et al.,
2007; Serena, 2017); the risk of injuries in youth soccer
is a serious risk for both the academies and the youth
players. Youths tend to push to their maximum limits
when practicing sports and their body is still in a growth
phase which makes them more susceptible to getting in-

jured.
Furthermore, respondents were encouraged to state

ideas and solutions how such hazards can be managed
or mitigated. Questions 13 and 14 focused about writ-
ten risk assessment plans. Academies were asked if they
have a written risk assessment plan or not and whether
they think that it is necessary or not to have such plan
in order to manage or reduce risks. The process of risk
management can be implemented in order to minimize
injuries. C. Fuller et al. (2004) discuss the importance
of risk mitigation tools within sports. Having a detailed
risk assessment plan, which explains clearly what to do
when an incident arises will helps the academy to be bet-
ter prepared in tackling such instances in an organized
manner.

Questions 15 and 16 focused on the actual insurance
policy offered by the MYFA. Through these two ques-
tions, the respondents were given the opportunity to
state their opinion about the current insurance policy
provided by the MYFA. One of the main risk actions
is when part of the risk is transferred (C. W. Fuller,
2007). The use of insurance policies is the main form of
risk transfer whereby academies can protect their play-
ers and themselves from potential injuries of liability
occurrences. The purpose was to identify the percep-
tion of academies regarding the actual insurance policy
currently provided within local soccer.

Question 17 required academies to state their opin-
ions and compare the current situation of Malta with
foreign countries and to specify whether enough focus
and attention, is being provided in Malta when com-
pared to foreign countries. The subsequent question,
involved in asking respondents if insurance is considered
as an effective method of risk transfer. The purpose of
this question was to test if academies consider insurance
as an important method of increasing protection.

The final question identified alternative measures to
increase safety and protection other than the use of in-
surance. The use of alternative measures can assist
soccer academies in adopting better risk management
strategies leading to added safety.

Primary data was also acquired through semi-
structured interviews conducted with the MYFA, and
Melita Unipol, the broker offering the insurance policy
which covers Youth Football organizations.

4 Results

Responses obtained from the both the questionnaires
and the interviews were used to evaluate and gather
a better understanding of the current insurance policy
focusing mainly on the benefits and its weaknesses.

4.1 Academies’ Questionnaires

As explained in the methodology, a questionnaire was
distributed to all academies registered with the MYFA.
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The purpose of the questionnaire was to gather a better
understanding about their perception related to insur-
ance in general, the policy offered by the MYFA and
also the factors related to risk management. The highest
number of respondents were youth academy secretaries,
followed by administrators, coaches, chairman and dir-
ector of youth coaching (figure 1).

Figure 1: Respondents Role

Exposure to risk can be measured via the size of
the soccer academy, coaches’ qualifications and matches
played. The number of coaches working within each
academy varied between 3 and 25 with the average be-
ing 10 coaches and a standard deviation of 5.28. As ex-
pected, there is strong evidence that academies required
more coaches for a higher number of registered youths
(r = 0.5504, p < 0.01). 31 of the respondents have no
full-time coaches, 2 of the respondents have one full time
coach, and 1 of the respondents have two or more full
time coaches. The remaining 8 respondents preferred
not to answer the question. 52.17% of the respondents
have more than 5 coaches who hold at least UEFA C
qualification, an assessed qualification accredited by the
European Football Association (UEFA), which focuses
on youth development. Coaches with higher qualifica-
tions are expected to provide training sessions and guid-
ance at a higher professional level and thus minimizing
the frequency or severity of injuries or other claims. We
also measured exposure to injuries via matches played
(figure 2). Eight respondents participate in two and
four matches respectively, whereas seven academies par-
ticipate in three matches. Six respondents participate
in more than four matches per week. The number of
matches played per week was positively correlated with
the number of teams involved with the club (r = 0.5905,
p < 0.01).

Injuries ranked high as a significant source affecting
the dropout rate although the major reason cited was
the focus on studies (figure 3). This is matched by the
academy’s responses on the main hazards being faced
(table 1) as injuries (90%), liability risk (60%) and un-

Figure 2: Number of matches played

Figure 3: Factors affecting dropout rate

safe facilities (52.5%) are the most common responses.
The largest 2 and smallest 9 academies (by number of
youths registered) all listed injuries as a hazard. On
the other hand, 7 and 18 academies from 9 and 20
academies with 61 to 80 and 81 to 100 youths registered
respectively listed injuries as a potential hazard. This
was not considered to be significantly different than 90%
(p > 0.2).

We would have presumed that the larger academies,
that is those with more youths, would be able to list
more hazards (figure 4). However, we did not find
evidence of a difference either when using correlation
analysis (r = 0.35418, p > 0.1). When splitting the
academy sizes in ranges of 20 youths (i.e. 40–60 youths,
61–80 youths, 81–100 youths and 101+ youths), we
found that the latter group showed evidence of being
having a higher mean when compared to any other group
(p < 0.05) using a t-test for independent samples. We
have also conducted the same analysis but subdividing
by the number of games played, finding no evidence of a
relationship between number of games played and num-
ber of hazards identified (r = −0.27, p > 0.1). Table 2
identifies the potential solutions that can be adopted to
manage or mitigate the mentioned hazards, according
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Hazards Identified
Hazard Mentioned # of times

Mentioned

Risk that Child gets injured 36
Liability Risk 24
Unsafe Facilities 21
Equipment not up to standard 17
Posts Falling 8
Lack of fair play 6
Injuries to coaches and officials 3
Financial Problems 3
Fines 4
Bullying 1

Table 1: Main Hazards mentioned by respondents

Figure 4: Number of Hazards identified by Academy Size

Solutions Identified
Hazard Mentioned # of Times

Mentioned

Safer Locations and Training
Grounds

33

Investing in Better Equipment 31
First Aid Courses 28
Insurance 19
Educating Parents and Children 12
Secure Goal Posts 6
Periodical Meetings 6
Financial Investment in youth
academies

5

More Equal Opportunities 1
Nothing can be done due to lack of
investment

1

Table 2: Solutions identified by respondents

to academies. Investing in training grounds and bet-
ter equipment were the most popular. The use of first
aid courses and the insurance policies were also popu-
lar choices amongst respondents. These solutions can
be easily related to the liability risks and injuries men-
tioned throughout the previous question. Other signi-
ficant responses included education, periodical meetings
and financial investment throughout youth academies.

Through questions 13 and 14 it was identified that
83% of the respondents stated that academies do not
have a written risk assessment plan, whereas the re-
maining 16.5% stated that they have such a plan. Des-
pite this, 87.5% of the academies believe that a written
risk assessment plan helps in managing risks, while 10%
stated that it is not necessary. The remaining 3% of the
respondents were unsure. The role of respondent has
been linked to whether the respondent considers the use
of a risk assessment plan as useful within the structure
of the club (table 3). Most of respondents are in agree-
ment that the use of a risk assessment plan is important
to manage and mitigate risks. However, one outcome
of this analysis was that two out of three chairpersons
do not consider the use of a risk assessment plan as use-
ful. Using a z-score for proportion test, we find that this
proportion of only one third in agreement is significantly
different than the 87.5% of the total sampled population
(p < 0.01). We have also examined the 4 respondents
who did not consider the risk assessment important and
the one that one was unsure for other variables but could
not find any statistical significance. Furthermore, 65%
of the respondents specified that the insurance policy is
actually good and necessary, 28% stated that they do
not find the policy beneficial. 7% of the respondents ex-
plained that it is a good policy, however it could be more
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Risk Assessment Importance Total Yes No /
Unsure

Administrator 8 7 1
Chairperson 3 1 2
Coach 6 5 1
Director of Youth Coaching 1 1 0
Secretary 22 21 1

Table 3: Risk Assessment Plan Importance by role of re-
spondent

Figure 5: Respondent Opinion on the Insurance Policy

detailed and certain changes are required. Figure 5 lists
the most popular comments mentioned by academies.

4.2 Respondent Opinion on the Insurance
Policy

As explained the methodology section, interviews with
Melita Unipol Brokers and the Maltese YFA were con-
ducted. The main themes and topics that emerged dur-
ing the interviews are related to the main benefits of
the insurance policy, the risks faced by youth academies,
safety and injuries, the underwriting factors applied, the
claims process and the possibility of applying a similar
insurance policy within other sports.

The interviews conducted with YFA were more in
depth as risks other than those mitigated by the in-
surance policy were discussed. The topics discussed in-
cluded the youth academy’s structure; managing par-
ents’ expectations; referees; the challenges of meeting
the needs of a senior team while simultaneously cater-
ing for the needs of the soccer academy team; and the
benefits of soccer participation among youths.

Albeit, insurance being a useful form of risk trans-
fer mechanism, it is a partial form of risk transfer—
academies should always be responsible and take appro-

priate measures to increase safety. Furthermore, there
will always be a gap in insurance due to the exclusions
inherent in every policy. Academies will always retain
some form of risk. Additionally, it was pointed out that
insurance comes at a cost and ultimately the use of in-
surance depends mainly on the financial resources of the
academy and its risk appetite.

5 Results and Analysis

The policy offered for youth soccer academies is the only
policy offered throughout youth sports within Malta.
The policy provides benefits not only to youths but
also to coaches and academy officials. Furthermore,
this policy offers additional safety and protection to
youths. Several Maltese academies stated that the in-
surance policy is necessary and was needed in Malta.
Most of the respondents consider insurance as an effect-
ive risk transfer mechanism and consider such policy as
valuable. Table 4 shows the key perils identified in our
literature review.

Key Perils Identified

Injuries
Unsafe Facilities and Equipment

Lack of Fair Play
Coaches’ civic liability

Coaches’ criminal liability

Table 4: Key Perils Identified

5.1 Reducing Injuries

The majority of the academies listed injuries as one of
their major concerns as it is one of the most popular
factors that lead youths to dropout from soccer at a cer-
tain point is due to injuries; especially contusion, muscle
sprain, growth related overuse disorders (Le Gall et al.,
2007) and at times concussion (Boden et al., 1998),

The most appropriate risk mitigation method is the
insurance policy provided by the MYFA. The insurance
policy provides benefits such as physiotherapy facilities
that help in mitigating the risk of injuries. Through
insurance, youths are being protected and covered in the
event of injuries, which can even threaten their carrier
if not dealt with immediately.

However, insurance is not the only risk mitigation
method to be used when assessing injury risks. An-
other critical solution explained by the respondents is a
proper financial investment in youth academies, focus-
ing mainly on better equipment, training ground and
sports facilities. Through adequate facilities, academies
benefit from increased safety which leads to a lower fre-
quency of injured players.

Respondents also highlighted the importance of first
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aid courses as it can be another significant method in
managing risks. Having a first aid course minimizes the
impact of the injury as certain preventive measures are
taken immediately which reduces the severity of the risk.
Finally, having educated coaches helps in providing the
most suitable training plans which maximizes perform-
ance, player development and minimizes the risk of in-
juries. This reduces both the severity and the frequency
of injuries since players benefit from the efficient train-
ing provided by the coach.

5.2 Protection of Coaches – Injuries to
Coaches, Coaches’ Civic and Criminal Li-
ability

Coaches have a major role in youth sports. We estab-
lished in our literature review that coaches have numer-
ous responsibilities and duties towards youths that may
lead to civil and criminal lawsuits (Engelhorn, 2005).
Civil liability is based on the tort of negligence and rises
when a harmful action has occurred, creating damage or
loss for the injured athlete and the loss is not too remote
(Labuschagne et al., 1999). On the other hand, criminal
liability is related to the abuse of power that the coach
has over his young athletes focusing mainly on non-fatal
offences against the person, namely sexual offences and
wilful offences against the person.

The insurance policy provides coverage for non-
criminal negligent acts and omissions covering mainly
the civil liability part. The aim of the cover is to provide
protection to coaches for any potential mistakes such
as providing wrong training, which increases the injury
rate, and this offers more security to coaches.

Since incidents involving civil and criminal liability
are typically long tail claims, which take a long period
to be settled, internal solutions mitigating this risk are
necessary. With regards to civil liability, education has
an important role in reducing the frequency of negligent
acts and increase protection for coaches. Educated of-
ficials and coaches lead to better training regimes, less
injuries and hence less likelihood of civil lawsuits.

The likelihood of a criminal act can be tackled
through other solutions such as having regulations en-
suring that the coach has a clean criminal record and
is fit and proper to respect their role in the most suit-
able manner. Furthermore, an open environment must
be created making sure that players know that they will
be supported in case they need any help with anything
making them uncomfortable. This can be done through
periodical meetings evaluating any incidents and poten-
tial mishaps that might have occurred.

5.3 Unsafe Facilities and Equipment

The lack of safe facilities results in significant hazards
identified in both the literature review and the in the res-
ults. In 2003 there was a fatality in Malta caused from a

falling goal-post (Fenech, 2013). Although, fortunately
fatality cases are few in Malta, a significant number of
respondents mentioned this as peril. A key example
mentioned, possibly also influenced by the fatality ex-
perience, is that goal posts are not securely fixed to the
ground and it represent a great risk, especially in ad-
verse weather conditions.

The insurance policy covers personal accident includ-
ing accidental death and permanent disability. While
this minimizes the effect of a claim, the main priority
for academies is to reduce the likelihood of such cases
occurring. The best solution is adequate financial in-
vestments in order to have safer facilities and equipment
up to standard, together with regular maintenance. Fur-
thermore, secure fixed goalposts is the ideal solution re-
lated to falling posts, as it would practically mitigate
the frequency of this risk completely.

5.4 Lack of Fair Play

Lack of fair play5 was another significant issue men-
tioned by respondents. Unfortunately, some coaches fo-
cus only on winning without prioritising the develop-
ment or the attitude of the child. At young ages, the
most critical aspect is to develop the skills of the child
and making them a better person. Insurance cannot be
a mitigating factor in this respect. Indeed, the ideal
risk mitigation solution is once again education. Educa-
tion must be provided to the children, coaches and even
parents promoting and highlighting the importance of
clean fair play. Furthermore, academies should create a
respectful culture enhancing and stressing the import-
ance of fair play and zero tolerance measures against
lack of fair should be adopted.

5.5 Other Perils identified from interviews and
questionnaires

Other issues mentioned by the respondents were fin-
ancial problems, fines and bullying. For such circum-
stances, internal mitigation strategies must be imple-
mented in order to reduce the frequency and severity
of such risks. With regards to, financial problems, it
is very important that a budget is set up with some
form of limits as a guidance. In the case of fines, it
is very important to have academy officials monitoring
the MYFA’s regulations in order to adhere to them and
lessen the likelihood of such risk. When dealing with
bullying issues, education is the ideal solution in order
to implement a culture where bullying is not tolerated.
The academies that usually use part-time coaches may
find benefit in having staff that are educators in their
main full time role.

5Fair play is a concept that comprises and embodies a number
of fundamental values such as fair competition, respect, friendship
and team spirit that are integral to sports (International Fair Play
committee, 2019).
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5.6 Same coverage for all teams

Being a new and innovative insurance policy, it can be
improved and additional features could be used in or-
der to update and upgrade the current policy. One of
the main disadvantages is that same coverage and ex-
act premium is charged for each team. However, not
every team represents the same risk. For example, an
academy with a large number of children is subject to
greater risk than a team with less children. Further-
more, some teams benefit from better and safer equip-
ment than other teams. Nevertheless, through the in-
terviews conducted it was identified that until now it
is not feasible for the insurance providers to underwrite
and evaluate academies individually.

Some academies do not consider insurance as an effi-
cient risk transfer tool. Thus, demand for flexible insur-
ance covers could be low. Additionally, some academies
might have financial problems and may consider such
policy as a financial burden rather than an advantage
for their academy.

5.7 Future Opportunities

One of the main questions asked during the interviews
concerned the possibility of insuring sports other than
soccer. The responses obtained indicated a positive
feedback as it was stated that it is a future possibil-
ity to have similar insurance policies covering various
sports. Nonetheless, each sport needs to be evaluated
according to its nature and specific risks, since not every
sport gives rise to the same risks. Given the small size
of youth training set-ups for sports other than soccer in
Malta, the feasibility of insurance cover is deemed to be
low.

6 Conclusion

Insurance is one of the main forms of adding and en-
hancing the level of protection and risk transfer within
youth sports. However, other methods together with in-
surance could be applied to create a safer environment
for youths. This article, through an empirical study,
has identified that continuous professional development
(CPD) combined with the use of the insurance policy
as the most significant risk mitigation factors with re-
spect to injuries, negligence, lack of fair play, and bully-
ing. One must note that coaches with a UEFA C licence
need to follow a certain number of CPD hours per year
to maintain their licence. Future CPD session should
include training in risk management within sports set-
ting. Other specific methods identified include: written
risk assessments; education; first aid training; health
and safety seminars; regular medical checks; and gov-
ernment grants. The application of these risk mitiga-
tion methods has the potential to improve youth sports,
broadly speaking. By adopting such measures, an ef-

fective framework of protection and safety will be cre-
ated leading to numerous benefits such as the reduc-
tion of injuries and increase in number of youth ath-
letes. Throughout this research, Malta was used as a
case study representing a small state which is still at
a developing phase related to soccer and sports. The
introduction of the insurance policy is still a recent up-
grade within Maltese youth soccer. The discussion and
results obtained throughout the study could be attrib-
uted to small states and developing countries which still
do not have the resources and facilities such as Germany,
Italy and the UK, where these countries have more facil-
ities and are well developed. Youths represent the future
in each type of sport, therefore they need to be given fur-
ther attention to establish an enhanced sports environ-
ment. To develop such an environment, it is imperative
that dialogue takes place between coaches, youth soccer
academy managers, and insurance companies.
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